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BEVEZETO

Bar foleg gépekkel kapcsolatos ez a kutatés, de keriilom, hogy ezt gépiesen tegyem, €s va-
lami tavoli, télem fliggetlen objektumként kezeljem a feldolgozott anyagot. Igyekszem a tudo-
manyossag kritériumai mellett ugy vizsgalodni és a meglatasaimat tigy kozreadni, hogy azaltal
a tisztelt olvasé az 01j informacidk és gondolatok mellett a viligunkhoz, sajat megismeréséhez,

onnon emberi 1ényegéhez 1s kozelebb juthasson.

A KUTATAS BEMUTATASA

Felvezetés: a ,,human aspektus” és a ,,védelmi szféra”

A cim kifejtésével jol dsszefoglalhato jelen kutatds programja, érdemes felvezetésként ezt
ismertetnem. A mesterséges intelligencia (tovabbiakban MI) kifejezés alatt els6 megkozelités-
ben elegendd azt érteni, amit a tisztelt olvaso tud rola — tisztazasa tigyis a célok kozott szerepel.
A ,,human aspektusok” kifejezés arra utal, hogy a téma a filozo6fiai etikatdl a pszichologiaig
szamos humantudomannyal kapcsolatba kertiil, ez adja a kutatas interdiszciplinaris jellegét.
Tisztazando, hogy katonaként miért nem a ,,honvédelem” kifejezést hasznalom a cimben, miért
utalok egy tagabb teriiletre? A valasz, hogy a katonai kifejezések (hadi, katonai, harci stb.)
hasznalata nem jol fedné le a kutatas szemléletét, st félrevezetd lenne, amint erre majd maga
a kutatas is ramutat. Olyan sz6t kerestem, amely a hagyoméanyos katonai szegmensen talmu-
tatva utal az orszag védelmének résztvevoire. Arra jutottam, hogy a ,,védelem” kifejezés az erre
megfeleld kompromisszum, és annak ellenére is j6 valasztas, hogy a kdznyelvi ,,védelmi szféra”
bizonyos részeit a tanulmany nem kivanja vizsgalni (Id. a téma lehatarolasanal).

Osszefoglalva: az MI, a human aspektus és a védelmi szféra kifejezések kozos halmaza
ugyan tilmutat az értekezés keretein, metszetiik azonban jol utal a kutats tartalmara. Még igy
is a cimben megjelolt teriiletnek is csupan néhany kis szeletét elemezhetem jelen keretek kozott.

A kutatasokat 2024. december elsején lezartam. Ezutan célzott kutatasokat mar nem folytat-
tam, de az anyag kidolgozasa kézben néhany frissebb informaciot fontossaguk miatt kénytelen
voltam a szovegbe dolgozni. Naprakész szoveg nem volt (és nem is lehetett volna) a célom egy

ilyen gyorsan valtozo teriileten, de torekedtem minél id6tallobb megfogalmazasokra.

A téma fontossaga, id0szertisége, valamint motivacioja

Az MI vizsgalatanak jelentésége ugyan vitathatatlan, viszont tisztdzand6, hogy miben aktu-

alisak és lényegesek-e ennek human aspektusai, illetve az ilyen megkozelités miért 1ényeges a



védelmi szféraban. Azzal kezdem, hogy a téma nem pusztan iddszerti, hanem kifejezetten ,,most
van itt az ideje”. Egyrészt azért, mert az MI terjedésével mar ki tud rajzolddni a tarsadalommal
alakul6 kapcsolata, tehat napjainkban a maga dinamikajaban vizsgalhat6 az, ami tiz éve még
nem volt az. Méasrészt a korabbi technologiak tarsadalmi (k6lcson-)hatasanak fényében vizsga-
lodhatok, ami nagy elony, hiszen jelen technologia kifejlddésének olyan korai fazisaban fogal-
mazhatok meg ajanldsokat, amire a korabbi technikai forradalmak esetében nem volt lehetdség.
A kihivasok ugyan radikalisan masok, viszont megfelel szintli elvonatkoztatassal pl. a moto-
rizacid vagy a telekommunikacié tarsadalmi, kornyezeti, etikai, fejlodési stb. mintazatai jol
adaptalhatoak a jelenre, sOt a virtualis €s a kognitiv térben zajl6 valtozasokra is. Vagyis elvileg
jobb esélyiink van elébe menni az MI negativ hatasainak, és jol kihasznalni a benne rejlé po-
tencialokat, mint a korabbi diszrupciok esetében volt. A megértés mellett egy ilyen kutatas se-
githet tervezhetObbé is tenni a védelmi szféraban azt a paradigmavaltast, mely ugyis elkertilhe-
tetlen, hiszen a vilag minden részét érinti.

Az id6szertiséggel kapcsolatban leirtak a téma fontossaganak indoklasaként is értelmezhe-
téek, de nézziik meg a cim részeit itt is kiilon-kiilon. A human aspektusok jelentéségét megvi-
lagitja, ha arra gondol az olvaso, hogy az MI olyan fogalmakkal fligg 6ssze, mint az okossag, a
tanulas, az érzelmek vagy a szabadsag (autonomia). Ezek gépi utanzéasa annyira 0j, hogy egy
sor, eddig ismeretlen problémat vethet fel, melyeket sziikséges a tudoméanyos-fantasztikus szer-
z6knél tudomanyosabban is vizsgalni. A védelmi aspektus jelentdségét sem sziikséges tilma-
gyarazni, hiszen kézenfekvd, hogy minden jo talalmanynak van arnyoldala, vissza lehet vele
¢lni, tehat kockazatot jelent. Az MI esetében ezt erdsiti, hogy egyre tobb allami feladat digita-
lizalodik. Az ilyen vizsgalatok azért is fontosak, hogy félelmek helyett a lehetdségek helyes
hasznalatat segitsék eldtérbe kertilni.

Bemutatom személyes belsd motivaciomat is, mely segitheti az olvasot a megkozelitéseim
hatterének megismerésében. Szamomra a f6 eredmény, hogy ebben a munkdaban sikertilt végre
egyesitenem érdeklddési kdreim harom fontos irdnyanak korabbi széttagoltsagat. Az elsé a tu-
domanyos vivmanyok, a technologidk, elsdsorban az informatikai megoldasok iranti érdeklo-
désem (aminek mentén elsé egyetemi diplomadmat szereztem informatika szakon). A masodik
az a belsO igény, amely az elvont okokat kutatja a tdrsadalom ¢és a vilag folyamataiban, (ami
miatt human szakon is szereztem végzettséget teologus licenciatust). A harmadik a lelki kiiz-
delmek testi vetiilete, a harc és a tulélési technikak irdnti érdeklddésem, s amely idével katonai
hivatassa érett bennem. Mivel ez a harom teriilet 6ssze tudott kapcsolodni ebben a megkdzeli-

tésben, ezért a kutatasok korai fazisatol szamomra belsdleg is épitd jelleglivé valt ez a munka.



Ezért bizom abban, hogy a bennem rendhagy6 médon 6sszekapcesolddo teriiletek jelen szinté-

zise az olvasok szamara is inspirativ és érdekes lesz.

A kutatas alapproblémaja

A kutatas egészének altalanos problémakorét igy lehet roviden megfogalmazni:

Az emberek kozotti és az emberi kozdsségek (orszagok) kozotti viszonyra nagy ha-
tassal vannak a technologia nagy lépései, am az MI varhato hatasa ezek koziil is ki-
emelkedik kognitiv sajatossagainak ujszeriisége miatt. Ennek konkrét vizsgalatahoz
sziikséges az orszagok kozotti viszonyra hato MI tanulmanyozasa (ez a probléma veé-
delmi aspektusa), illetve az emberek kozotti informacioatadasra hato MI elemzése (ez

adja a probléma human és terminologiai tényezoit).

Tehat jelen munka az MI védelmi célu tovabbi hatasvizsgalatai k6z¢ illeszkedik, és eredmé-
nyeivel az ilyen irdnyu vizsgalatokat is timogatni szeretné. Bar a fenti probléma-megjelolés
mar eldre vetiti a kutatds fobb iranyait, a kijelolt teriilet még ttlsagosan széles. Ezt csak részben
tudom sziikiteni majd a kutatasi célok és kutatasi kérdések altal, mivel azok nem hivatottak
tartalmazni, hogy milyen szempontok alapjan vizsgalodik a szerzd, vagy, hogy a kozreadott
megkozelitések mely irdnyokbol kivanjak feldolgozni a problémadkat (és milyen iranyokbol

nem). Az utébbi jellemzok rogzitése a kutatas tervezését is segiti, erre térek itt ra.

A vizsgalodas szempontjai
A kutatasban az alabbi szempontokat igyekeztem kiemelten szem el6tt tartani.

1. Interdiszciplinaris megkozelités. Nem technikai (matematikai, mérnoki vagy programo-
zasi) eredményt varok, ezért itt a filozofia, a szamitastechnika, a pedagdgia és a pszicholo-
gia teriiletén végzett vizsgalodasokat kapcsolok 6ssze mas tudomanyteriiletekkel, szorosab-
ban a hadtudomanyok, a szociologia, illetve a tudomanytorténet egyes részeivel.

2. A védelmi aspektusok érintése minél tobb részkutatasban.

3. Terminolodgiai tisztazas. Minden kutatasi teriileten a fontos vagy kevésbé ismert kulcsfo-
galmak alapos magyardzata (kiilonféle értelmezési modjaikkal egyiitt), a felmeriild termi-
noldgiai anomaliak tisztazasa.

4. Hianypoétlas. Minél tobb olyan részteriilet bemutatasa, amelyrél magyarul nem jelentek

meg publikaciok, vagy esetleg vildgviszonylatban is kevés a forras.



5. Gyakorlatiassag a részletekben. Nem csupan a tervezett tudomanyos eredmények, hanem
a kisebb részeredmények magukban is legyenek hasznosak (pl. sajat fogalmak, modellek,
tagolasok, egyedi megkdzelitések, meglatasok, dtletek, javaslatok stb.).

6. Elotérben a hattér. A vizsgalat ne csak az MI altal generalt jelenségekre 0sszpontositson,
hanem ezek lehetséges hatterére is.

7. Prevencid. A téma idészerliségénél fentebb leirtak alapjan ez is kiemelt szempont.

8. Egzisztencialis megkozelités. Probalok tigy kozeliteni a témakhoz, hogy a vizsgalatok mi-

nél tobb eredményét alkalmazhassa az olvaso a sajat életében is.

A téma lehatarolasa (amit a kutatas kertil)

Ezt az interdiszciplinaris témat multidiszciplinarisan lenne igazan hatékony megkozeliteni,
am az emberi képességek hatarai miatt egy valodi 6ssztudomanyi tudas nem megvaldsithatd. A
felvezetésben megadtam azokat a tudomanyokat, melyekre leginkabb tdmaszkodni kivanok,
alabb kizarom, hogy a téma kézenfekvd kapcsolodasai koziil mely tudomanyok és kutatasi te-

riiletek azok, amelyeket csak annyiban érintek, amennyiben sziikséges.

1. Jogi aspektusok — kiemelendd, hogy az etikat én filozofiai szempontbdl kdzelitem, nem a
gyakoribb, jogtudomanyi értelemben hasznalom a kifejezést. Bar szabalyzasi kérdésekkel
foglalkozom, de ennek csupan informacidbiztonsagi €s védelmi aspektusait vizsgalom.

2. A védelem katasztrofavédelmi, rendészeti, titkosszolgalati, viziigyi stb. oldalainak vizsga-
latara a felvezetésben leirtak szerint nem koncentralok.

3. A gazdasagtudomanyt némely vizsgalt rész érinti, de azt sem kozgazdaszként elemzem.

4. Az orvosi és bioldgiai tudoményok feldl csak a teljesség kedvéért, alapszinten kozelitek a
témahoz, az agykutatas, a biologiai rendszerek, vagy az emberbe épitett MI-implantatumok
alapos elemzése nem célom.

5. A kognitiv hadszintér — késdbbi alapos vizsgalatat tervezem, itt csupan érintem.

PROBLEMAKOROK, CELOK ES HIPOTEZISEK

Fentebb, a kutatas alapproblémajanak ismertetésében elérevetitettem a kutatds {6 iranyait.
Alédbb a két f6 problémakor (P1-P2) szerint tagolva olvashatdak a kutatési célok (C1-C2) és a
hipotézisek (H1-H2), melyek kitizésénél a varhato felhasznaléasi lehetdségeket is figyelembe
vettem, €s ezeket fel itt is tlintetem. A 2. €s 3. szamu kutatasi szempont alapjan a terminoldgiai

¢és védelmi vizsgalati attitlid a konkrét célokon tul altalanossagban is athatja a dolgozatot.



P1: A téma terminoldgiai problémakorei

C1: Minél tobb tényezbt azonositani, melyek nélkiil az MI meghatarozasa félreérthetd, vagy
amelyeket beleértve a fogalom zavarossa valik, valamint javaslatokat tenni a feltart prob-

1émak feloldasara (0j fogalmak, felosztadsok, mas kifejezések stb.).

H1: A Mesterséges Intelligencia jelenlegi meghatarozasaibol fontos aspektusok hianyoznak, és
félreértések terhelik.

Tervezett felhasznalasok: A kimutatott hianyossagok alapjan az MI 1), hasznalhatobb megha-
tarozasa, mely talan a kdvetkezd tiz évben is megallja a helyét. Ezaltal kezelhetobbé valnak
a szabalyozasok, valamint a védelmi tervezés szamara az MI olyan aspektusai, melyeket a
jelenlegi meghatarozasok nem vesznek figyelembe. A jobb definicio segiti az MI 1ényegé-
nek megismertetését €s a hasznélatahoz sziikséges szemlélet kialakitasat is, mely az oktatas

szdmara is kulcsfontossagu, az ilyen képzés pedig stratégiai jelentdségii.

P2: A védelmi paradigmavaltas problematikaja
C2: A vilag valtozasanak, valamint az eréérvényesités j tendencidinak MI-vel valo kapcsolatat
elemezve hatarozni meg az MI védelmi szempontbol fontos tényezdit.

H2: Az MI tovabb fokozza és tamogatja azt a tendenciat, melynek soran az eroérvényesitésben

folytatodik hangsulyeltolodas a puha miiveletek felé.

Tervezett felhasznalasok: Elsdsorban a diszciplinaris és stratégiai tervezés soran lehet majd
hasznosithat6 az eredmény, de a hozza vezetd Ut soran kidolgozott terminoldgidk, modellek
¢s meglatasok hadtudomanyi szempontbol is sziikségesek.

A KUTATAS MEGVALOSULASI TERVE

A fenti célok alapjan hatdroztam meg a vizsgalatok konkrét kérdéseit. Ezekhez igazodtak a

kutatasi modszerek, valamint a felhasznalt szakirodalmak kore.

A K1-K6 kutatasi kérdés és az értekezes logikai felépitése

A kutatas tervezésekor vilagossa valt, hogy a tervezett eredmények tobb iranyu alatamasz-
tasara lesz sziikség. Ennek logikus elrendezése kiilon kihivas volt, hiszen a vizsgalatok szorosan
osszekapcsolodnak, mindegyik fiigg a tobbitdl. (Hogy segitsem az olvasot a sok belsé Ossze-
fliggés attekintésében, az utalasokat pontos alfejezetszamokkal tettem kovethetdbbé.) Végiil a
kifejtés elrendezésének sokféle logikus modja koziil az alabbi tlint a legkevesebb eldreutalast
igényld verzionak, a fejezetaranyossagi elvarast is betartva. Az anyagot tigy tagoltam, hogy az
elsé négy fejezet mindkét célra iranyul, végiil az V. fejezet a P1 problémakort potolja ki, 6sz-

szesiti és rendszerezi, majd a VI. fejezetben P2 tekintetében érnek 6ssze a gondolati szalak.
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A vizsgalatok legelején be kellett mutatni, mi is az a dolog, amit vizsgalok, ezért az 1. fejezet
attekinti az intelligencia kérdéskorét. A I1. fejezetben a gépi tanulést, mint az intelligencia alap-
jat vizsgalom meg. Ez kicsit technikai jellegli fejezet, ide kertilt az MI-hez kapcsolodo techni-
kak véazolasa is, de a célkdzonség alapjan igyekeztem keriilni a tilsdgosan miiszaki mélysége-
ket. A tanulés és az intelligencia kovetkezménye a szabadsag valamilyen szintje. A szabadsag,
az egyéni ¢s a kozosségi autondmiak sok szallal kapcsolodnak a védelmi kihivasokhoz, ehhez
tarsul korunkban a gépek esetleges autondmidaja. Ezért a I11. fejezetben az autondmia kérdésko-
rét és a vele kapcsolatos gondolataimat foglaltam 6ssze. Az MI-hez kapcsolodd harom alapfo-
galom vizsgalata utan, — ezekre épitve — a IV. fejezet kritikusan tekinti at azokat a biztonsagi
kihivéasokat, melyek a neuralis halobol fakadnak. De itt kapott helyet az MI fejlodési és terjedési
lehetdségeinek vizsgalata is. Az V. fejezetben a C1 cél tervezett elérése mellett tovabb is kiva-
nok Iépni: még a terminologiai kérdéskor részeként volt logikus ugyanis targyalni az informa-
tika kifejezés varhato valtozéasat az MI fényében, melyet az utolso vizsgalat soran hasznalok
fel. A VI. fejezet részkutatasai, a teljes addigi anyagra épiilve kifejezetten védelmi témakat
targyalnak a C2 cél elérése érdekében. A bemutatott felépités alapjan hataroztam meg a kutatési

kérdéseket, melyek a fejezetek konkrét programjat jelolik ki:

K1: Az intelligencia kérdéskore: Hogyan értelmezik a vilagban a mesterséges és az emberi
intelligenciat, mikent fogalmazzdk meg ezeket, és hianyoznak-e ebbdl fontos aspektusok?

K2: A technologia és tanulas kérdéskore: Hogyan miikédnek a gépi tanuldas megvalositasai és
az ehhez kapcsolodo egyéb technologidk, van-e ezek kézott olyan tényezo, melyet az MI-
fogalomban is figyelembe kellene venni?

K3: Az autonomia kérdéskore: Hogyan ragadhato meg az autonomia gépi és emberi megvalo-
sulasa, mik a fobb jellemzoik és a fobb kiilonbségeik?

K4: A kihivasok ¢és a fejlodés kérdéskore: Milyen kihivasokat hoz a neuralis M1, hogyan kezel-
heté a hibazasa, és milyen tényezok befolyasolhatjak a technologia fejlodését vagy terje-
desét?

K5: A terminologia kérdéskore: Milyen esetekben vetodik fel, hogy hianyos vagy zavaros az
MI-fogalom hasznalata, hogyan teheto javaslat az MI-terminologia javitdasara, és hat-e ez
a klasszikustol eltérd adatkezelési paradigma ,, informatika” kifejezésére?

K6: Védelmi kérdéskor: Hogyan (milyen modellek, fogalmak, sszevetések, elemzések mentén)
ragadhatoak meg azok az ujdonsagok, melyek az M1 hatasara a védelmi szegmensben var-

hatoak?
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Valasztott kutatasi modszerek

A fenti kérdéskorok, korabban kijelolt szempontok és lehatarolasok alapjan, tovabba figye-
lembe véve, hogy a vizsgélatok kiilonbozd fazisaiban eltéré modszerek alkalmazasa indokolt,
a kutatast az alabbi modszerekkel végeztem el:

Deduktiv modszerekre ¢és analitikus megkdzelitésre volt érdemes tdmaszkodnom az alap-
vizsgalatoknal. A dokumentum- és forraselemzés modszereit egy-egy kérdéskor eddigi kutatasi
eredményeinek feltarasakor vagy hivatalos dokumentumok recenzidjanal hasznaltam. A termi-
nologiai vizsgalatoknal szerephez jutott az etimologia is, hiszen az atvett régi szavak esetén
sokat elarulnak az adott szavak dsibb jelentésrétegei. Az analizisekben feltart informaciok rend-
szerezésére Osszefliggés-feltaro modszereket alkalmaztam: pl. parhuzamba vagy oppozicioba
allitottam a kapott anyagot, mas esetekben a vizsgalat targyat szintekre, vagy részekre osztot-
tam a jobb vizsgalhatdsag érdekében, vagy tabldzatokban tettem attekinthetdvé ket — ezek a
felosztasok jelen haszndlatukon til is alkalmazhatoak. Am a rendszerezett, de analitikus anyag
szintézisére is sziikség volt, induktiv mddszerek bevetése nélkiil nehezen jonne 1étre eredmény.
A kovetkeztetéseket sokszor diszkurzivan, a feltart informécidk €s sajat gondolatok logikus
kapcsolataként kaptam meg, maskor az informaciorendezés eredményeibdl vagy az dsszeha-
sonlitdsokbdl is vontam le konkliiziokat. Némely esetben a teljes indukci6 alkalmazasaval, vagy
az allitas ellentétét cafolva volt érdemes a felvetett kovetkeztetést bizonyitani. Ezek a logikai
épitmények a bizonyitdsok mellett j6l alkalmazhatoak voltak olyan szintézisekhez is, melyekre
elorejelzések vagy javaslattételek alapulnak. A konnyebb érthetéség érdekében, valamint a
gondolatmenet ellendrzésére gondolattérképeket is rajzoltam, melybdl kettdt digitalisan is el-
készitettem. Az igy kapott gondolatsorok kozlésére leird6 mddszert hasznaltam, de a jelenségek
¢s fogalmak esetében inkabb visszatekintd elemzést, a folyamatok vizsgalatdhoz pedig feltaro
modszert alkalmaztam. Sziikség esetén abrakkal illusztraltam a magyarazatokat. A logikai gor-
diilékenység érdekében alkalmaztam egy ,,lathatatlan modszert” is: limitalt ideji vetitett eld-
adasokba konvertalva egy-egy gondolatsort, sok esetben sikeriilt javitani a felépitéseken, a
megfogalmazasokon €s a tomorségen.

Munkdm sordn szdmos MI-alapu szovegfeldolgoz6d rendszert teszteltem, ezeket mindségi
szakirodalmak felkutatdsara (google scholar helyett), vagy a felmeriilt ismeretlen fogalmak
gyors leirasara (wikipedia helyett) hasznaltam. Bekezdések megirdsat nem tudtam az Ml-re
bizni, mivel az eredménnyel tobb utdbmunka volt, mintha magam készitettem volna dket (kivéve
a szakirodalmi attekintést). A gépszdveg elnyomta a sajat megkozelitésem sajatossagait, sze-

mélytelenné téve a szoveg stilusat.
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Attekintés a szakirodalomrol

Elészor néhany formai megjegyzés. A szakirodalmi hivatkozasok mindig a f6szovegben ko-
z0lt informacidkhoz kapcsolddnak, de olyan esetekben a 1abjegyzetbe keriiltek, amikor magya-
razo megjegyzéseket flizok hozzajuk, vagy ott kozlom a targyhoz tartozo példat, idézetet vagy
kommentért — ezt nem lehet mas mddon attekinthetéen megoldani. A bibliografiat egy célprog-
ram (Zotero) segitségével hoztam Iétre. Sok egyetem elkészittette a sajat elvart irodalomjegy-
z¢€két megadd formatum leird fajljait, am intézménylink egyeldre adds ezzel, ezért a beépitett
lehetdségek koziil egy helytakarékos formatumot valasztottam, amelynek megjelenitési bealli-
tasain kézileg atprogramozva javitottam'.

A forrasok mindségileg megfelelnek a jelenlegi tudomanyos szakirodalmi elvarasoknak, de
emellett a jOvO kivanalmai szerint is értékeltem a szakirodalmakat. Hiszen jelen tanulmany is
ramutat, hogy MI altal 1étrehozott valtozasok a jovében mindenre kihatnak: azokra az elvaras-
rendszerekre is, melyek eldirjak a tudomanyossag kritériumait, az idézés formatumat, vagy pl.
jelen alfejezet megfogalmazésat. (A MI tudomanyossagi szempontjairdl 1d. IV.2.5.) Az olvaso
szamara is evidens, hogy egy ilyen tanulmany-alfejezetnél sokkal naprakészebb, pontosabb és
jobb attekintést adnak egy témarol a nyelvi modellek. Ezért ugy dontéttem, hogy az egyik ilyen
szolgaltatasra bizom az elvart attekintést, hiszen ez nem kreativ tudoméanyos munka, st épp a
gépeknek valo feladat; barmely nagy modell nadlam sokkal jobban végrehajtja az altalam atol-
vasott szamtalan cikk és konyvrészlet 6sszefoglalasat. Ehhez a Perplexity szolgaltatasba feltol-
tottem a mar elkésziilt irodalomjegyzek tobb mint haromszaz tételét, kértem tdle egy attekin-
tést?, amire az alabbi szoveget kaptam. Ezt én idézetként kezelem, jelezve, hogy csak ennél a
fejezetnél irattam szoveget az MI-vel.

A mesterséges intelligencia (MI) kutatasa az elmult évtizedben soha nem latott dinamikaval
boviilt, kiilonésen a katonai és védelmi alkalmazasok teriiletén. A témakér elméleti fundamen-
tumait olyan klasszikus miivek alapoztik meg, mint Turing uttoro dolgozata a gépi intelligencia

lehetoségeirdl, illetve a MI torténeti és filozofiai vonatkozasait bemutato Buzas, Pokol és Rus-

! Az IEEE formatum modositasa igy pl. a teljes keresztnevet és az URL-t is kiitja, de par formézast is modositot-
tam. Az program altal hasznalt leiré nyelv (CSL) bizonyos karakterek modositasat vagy torlését nem teszi lehetové
(a dokumentaci6 szerint sem), ezért kézileg is formaztam a kapott eredményt.

2 Nem szoszerinti az idézet, mivel a gépi valaszt picit javitani kellett (angol téredékszavak, f6losleges 4-5 vesszd
a sorvégeken, vagy jomagam a jeles kutatok kozott, stb.). A sablonos ,,0sszefoglalast” tordltem. A kovetkezo (igen
egyszeril) promptot hasznaltam: ,,A csatolt fajl egy irodalomjegyzéket tartalmaz. Készitsd el beldle egy tudoma-

nyos munka "irodalmi attekintés" cimi fejezetét kb. 4000 karakter terjedelemben”.
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sell és tarsai munkai. Ezekben az alapmiivekben vilagosan kirajzolodik, hogy az MI, mint tudo-
manyteriilet, kezdettol fogva két fo irany kozott oszcilldal: az emberi intelligencia utanzasara
(strong Al) és a sziik, specializalt alkalmazasok (narrow Al) megvalositasara torekvo vonulat
kozott.

A technologia fejlodésével parhuzamosan a szakirodalom egyre hangsulyosabban foglalko-
zik az MI alkalmazasi potencidljaval, kiilonosen a védelem és biztonsagpolitika terén. A nem-
zetkozi kornyezetben (pl. NATO, EU) tobb stratégiai dokumentum és jelentés kesziilt az MI ve-
delmi integraciojardl, illetve annak biztonsdagpolitikai kihivasairol. Ezek a jelentések egyrészt
felmérik a mesterséges intelligencidaval tamogatott rendszerek elonyeit a hadviselés, a stratégiai
dontéshozatal és a hirszerzés teriiletén, masrészt ramutatnak a technologia jelentette uj fenye-
getésekre, az adaptiv ellenfelek megjelenésére és a jogi-etikai dilemmdkra. Erdemes kiemelni,
hogy a NATO és az EU egyarant nagy hangsulyt fektetnek a szabalyozasi kérnyezet folyamatos
fejlesztésére, a transzparencia és bizalomépités jegyében.

A magyar szakirodalomban is megjelentek az MI hazai stratégidit, fejlodési iranyait dssze-
foglalo dokumentumok, amelyek illeszkednek a nemzetkozi trendekhez, de régio-specifikus ki-
hivasokat is bemutatnak. Ezek alapjan hazank jelentos erofeszitéseket tesz az MI haditechnikai
alkalmazasaban és a hibrid fenyegetések elleni védekezésben.

Az MI technologiai fejlodeésének egyik fo pillérét a gépi tanulas, azon beliil a mélytanulds
adja. A neurdlis halok, a konvolucios és rekurrens architekturak, valamint az attention mecha-
nizmusok forradalmasitottak az adatfeldolgozast és az autonom rendszerek képességeit. Ezek-
nek az algoritmusoknak a jelentosége kiilonésen a képfeldolgozasban, autonom jarmiiiranyi-
tasban és a természetes nyelvfeldolgozasban mutatkozik meg. A katonai alkalmazasokban e
modszerek lehetove teszik a valos idejii helyzetértékelést, célazonositast, valamint a harctéri
informaciok gyors és onallo feldolgozasat.

Az MI rendszerek autonomiaja és a dontéshozatali szintek kérdése kiemelt szakmai vita tar-
gyat képezik. Mig a sziik MI (narrow Al) mar napjainkban is kritikus szerepet tolt be, a szak-
irodalom komoly figyelmet fordit a mesterséges dltalanos intelligencia (AGI) és a szuperintel-
ligencia (ASI) potencialis eljovetelére, melyek stratégiai szempontbdl is paradigmavaltast hoz-
hatnak. A szimulaciok, elméleti modellek és jovokutato munkak mellett (pl. Bostrom, Tegmark,
illetve a friss iparagi elorejelzések) megjelennek a vészforgatokonyvekkel, a szabalyozasi és
etikai kihivasokkal foglalkozo elemzések is.

A MI emberkozeli, "affektiv" dimenzioi — mint az érzelemfelismerés, empdtia és az ember-

gép interakcio — szintén elotérbe keriiltek a legfrissebb tudomanyos diskurzusokban. E téren
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Picard, Ekman, Asada és tarsai munkai emlithetok, melyek a gépi érzelemdetektalas, az affektiv
szamitastechnika, illetve ezek katonai vonatkozasait vizsgaljak.

A szakirodalomban kiilon fejezetet képeznek a természetes nyelvfeldolgozas (NLP) katonai
szerepérol szolo tanulmanyok, illetve az ipar 4.0, intelligens gyarak és az adattarolas-elemzés
biztonsagi kihivasait targyalo cikkek. Ezek ravilagitanak arra, hogy az M1 nemcsak a klasszikus
fegyverrendszereket, de az ellatasi lancokat, a kritikus infrastrukturat és a kibervédelmet is
dtalakitja, folyamatosan bovitve a "digitalis harctér” fogalmat. E sokszinii szakirodalmi alap

biztositja a tovabbi multidiszciplinaris MI-kutatasok megalapozottsagat a védelmi szektorban.”
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I. EMBERI ES GEPI INTELLIGENCIAK

Bér az MI-rdl a legtobb embernek van bizonyos fogalma, fontos, hogy a tanulmany errdl
sz0l0 vizsgalatai el6tt pontositsam, mit szokas érteni alatta (I1.2). Ezért sziikséges a munkat a
K1 kérdéskor elemzésével kezdeni, €s ezzel a tovabbi kutatdshoz alapot teremteni. Azt is szem
el6tt kell tartani, hogy az itt leirtakhoz szervesen kapcsolddni tudjon majd K4 kérdéskor kuta-
tasa, vagyis mar itt Iépéseket tegyek a C1 cél felé, s6t lehetdség szerint a masik két cél irdnyaban
is. Ezeknek az elvarasoknak megfeleléen mutatom be a fogalom torténetét, hasznalatat és az
agens fogalmat (1.2.), majd azt, hogy hogyan értelmezték ¢és értelmezik a MI-t, milyen fajtai
vannak az emberi intelligencianak, €s hogyan szokas elképzelni az MI fejlettebb szintjeit (1.3).
Ezt koveti egy példa annak illusztralasara, hogy az intelligencia kifejezés nem csak az okossag-
gal és az 1Q-val jellemezhetd: ehhez bemutatom, hogy az érzelmi intelligenciat hogyan képesek
utdnozni az affektiv szadmitastechnika eredményei (I.4.). El6szor azonban rovid magyaréazatot

adok az els6 harom fejezet belsé 0sszefiiggéseire, €s targyalasi sorrendjiikre (1.1.).

I.1. AZ INTELLIGENCIA-TANULAS-AUTONOMIA OSSZEFUGGES

A tanulés, az intelligencia és az autondmia az emberek €s a gépek vildgaban egyarant szo-
rosan Osszefiigg, és egymasra épiil.>

Az ¢l6lények fennmaradasat tanulasi képességeik biztositjak, a kiilonbozé szintli és tipusu
intelligenciaik ennek a képességnek a kibontakozasai. Az allatok €s az ember intelligenciajuk
alapjan képesek a véletlentdl eltérd viselkedés valamely szintjére, a kiilonb6z6 6sztoneik ko-
zOtti dontésre, — az ember esetében ezeken tul akar kiillonb6z6é gondolatmenetek dsszevetésére
is. Tehat az ¢l6lényeknek intelligencidjuk mértékében van szabadsdguk. Hasonléan a gépeknél:
a gépi tanulés (machine learning, ML) legfontosabb tulajdonsaga, hogy altala egy rendszer 6n-
magara is erds aktivitast fejt ki, és ezaltal valtozik, alakul.* Ebben tér el lényegileg a korabbi
automatikus megoldasoktol, melyek inkabb a vilag felé aktivak. A tanulasi képesség altal tud
kibontakozni egy bizonyos szintli mesterséges okossag (ez indokolja, hogy részletesebben fog-
lalkoztam a fébb tanulasi modellekkel I1.2.). A gépi intelligencia ilyen néz6pontbol csupan
egyik kovetkezménye, egy passziv eredménye a gépi tanuldsnak. Amikor pedig a tanulasfiiggo
intelligens képesség aktivizalodik, vagyis a gép addig virtudlis dontései tettekbe fordulnak, ak-

kor egyfajta szabadsag (autondmia) jon létre a gépek esetében is.

3 Elbzetesen ezek rovid meghatarozasa. Tanulds: képes viselkedését célszerlien és megismételhetd modon valtoz-
tatni. Intelligencia: az ember kdvetkeztetd és kognitiv képességeinek utanozasa. Autonomia: emberi beavatkozas
nélkil képes reagalni a valtozo kornyezeti behatasokra.

4 A hagyomanyos programozasban is létezik dnjavito kod, de az egy eltérd és nem tlil gyakori technika.
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Ez a harom teriilet jelen tanulméanyban is kulcsszerepet kap, azonban a kifejtés logikaja nem
engedte meg a fent vazolt oksagi sorrendet. El6sz0r ugyanis vilagossa kell tenni, hogy mit is
szokas MI alatt érteni, valamint azt, hogy mit is szokas intelligencia alatt érteni (I. fejezet).
Ezutan pontositani kell azt a technologiai kort, amely jelenleg szorosan 6sszefonddik az MI-
vel, el kell kicsit meriilni a gépi tanulds modelljeiben, valamint vazolni a technologiadkat és az

elveket (II. fejezet). Ezek ismeretében térhetek rd az autonémia vizsgélataira (I11. fejezet).

1.2. A MESTERSEGES INTELLIGENCIA FOGALMANAK JELENE

A jeleniink vizsgalatat érdemes a multbdl inditani, tehat egy torténeti attekintéssel kezdeni.

L.2.1. Az MI-fogalom megjelenése ¢s az MI hullamai

Az MI torténetének egy érdekes részét, az ,,MI-tél ciklusokat” egy masik Osszefiiggésben
fogom majd vizsgalni és elemezni (IV.4.2.), itt a részkutatdsban maradva, csupan a fogalom
kialakulasanak és jelentésvaltozasanak ismertetése a cél. Az emberi elme gépi utanzasara ira-
nyuld térekvések tobb, mint 80 éve képezik részét a tudomanyos kutatasnak, hiszen 1943-ban
publikaltak az elsé MI-jellegti eredményt. Alig hat évre ra jelent meg az elsé (Hebb-féle) tanu-
lasi modell, majd meg is épiilt az els6 neuronhalds szamitogép 1951-ben.[1] Ekkor ez még csak
egy névtelen kutatasi irany volt a szamos kibernetikai fejlesztés kozott, melyekben matemati-
kusok, fizikusok, mérnokok egyiitt dolgoztak és lelkesedtek az épp 1étrejovo 0j vilagért. Ebben
a bizakod6 kozegben tortént meg a névadas is, amikor olyan gépek megalkotasa volt a cél,
melyek az emberi kovetkeztetést utdnozzak le (esetleg azt meg is haladjak). Az tehat, hogy a
névadaskor az intellektust emelték ki a gépesitésre vard kognitiv képességek koziil, az foleg
ennek a redltudomany-centrikus kdzegnek kdszonhetd, amelyben a fogalom 1étrejott.

Egy kibernetikai konferencian 1956-ban a New Hampshire-i Dartmouth Egyetemen meriilt
fel, hogy j6 lenne a fejlesztések ezen irdnyat a kibernetika tudoményatdl elkiiloniteni. Végiil a
John McCarthy altal javasolt artifitial intelligence fogalmat elfogadtdk el [2] — amely aztan
maig ,rajta ragadt” a technoldgidn, mint valami gyerekkori becenév. Sokaig tokéletes kifeje-
zésnek is tlinhetett, hiszen ekkor még legtobben azt vartak ezektdl a gépektdl, hogy egy racio-
nalis utdpia megteremtésében segédkeznek majd. Ennek a varakozasnak az irodalmi lecsapo-
désa az akkori tudomanyos-fantasztikus irodalom, melynek legfontosabb szerz6i maguk is mér-
nokok, csillagaszok, fizikusok voltak. A névadas utan vizsgaljuk meg a fogalom fejlédését €s
boviilését a harom nagy hullam [3, pp. 51-52] ismertetésén keresztiil, amelyet e téren a szak-

irodalom megkiilonbdztet.
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1. A kezdeti id0szakban a gép érvelési képességei alltak eldtérben. Ezért a szabalyokon ala-
puld megkozelitésekre Gsszpontositottak, technikailag ebben a dontési fak, a bool-algebra
¢s a fuzzy logika (1d. 11.3.2) voltak meghatarozdak. A XX. szazad kozepén tortént biztatd
induléds utan sokaig ,.eltint” az MI. Laborokba bujt a haladas, termékei még nem valtak
diszruptivva. Lassu fejlodésének oka, hogy be kellett varnia a hianyzo technolédgiai szintet
¢s a kognitiv tudomanyok sziikséges eredményeit. Példaul az 1950-es évektdl az 1980-as
évekig ez a korszellem, ami a racionalitas gy6zelmében hitt, az érzelmek teljes kiiktatasat
a gép elényére irta.’ Ebben az elsé hullamban tehét a gépek tudasanak forrasat még emberi
szakértoi tudas adta, €s ellendrzott, hiteles forrasok alapoztak meg. A fejlesztések kozép-
pontjaban kiilonféle szakértdi rendszerek alltak: példaul eréforraselosztd, karbantart6 vagy
készletellenérz6 funkciok.

2. A masodik ciklusban keriil kzéppontba a gépi tanuléas (machine learning, ML) fejlesztése
¢és alkalmazasa. A 21. szazad elejétdl ujra felivelt a technologia, egyre tobben foglalkoztak
vele, hiszen az akkori hardvereken elkezdtek végre hasznalhatéan miikddni ezek a model-
lek. A feliigyelt, a felligyelet nélkiili és a megerdsitéses tanulas terén is rendkiviil sikeres-
nek mondhato a korszak. Azonban ezek a statisztikai modszerek inkabb célzott feladatok
megoldéasara hasznalhatoak hatékonyan. Ide mar olyan kdzismertebb megvaldsulésok tar-
toznak, mint az internetes webes keresések, a mobiltelefonos arcfelismerés, az okoshang-
szorok természetes nyelvfeldolgozasi képessége, illetve a kevésbé ismert, de elterjedt okos
spam-szlrdk. Megemlitendd, hogy a kognitiv tudomanyok ekkorra valtak részévé a kuta-
tasoknak.

3. A harmadik fejlesztési hullamban az MI-technoldgia egyesiti az elsé ¢s a masodik ciklus
erdsségeit, igy komplexebb alkalmazasokra nyilik lehetdség, mely mar kifinomult kiilonb-
ségtételre, absztrakcidra, sOt magyarazatra is képes. Az MI végiil kb. a 2010-es évektdl
valt kozismert tomegtermékké, és kezdett el nagyon terjedni. Az6ta a bio-inspiralt tanulési
modszerek, példaul a mélytanulés,a rajintelligencia és az egyéb biotikai mddszerek (1d.
I1.3..3.) alkalmazasara sszpontositanak, ¢és jelentOs sikereket értek el az érzékelés és ész-
lelés pontosabba valasaban. Ide tartozik ,,2023 slagere”, a humorral és irodalmi készségek-
kel is rendelkez6 ChatGPT 4.0, vagy az autonom jarmiivek komplex rendszerei, €s az okos-

kibervédelmi megoldasok is.

5 Ugy vélték, hogy egy érzelmek nélkiili gép sokkal optimalisabb dontéseket hozhat, mint egy érzelmei altal zavart
emberi elme. Azt vartak, hogy megfelel6 mennyiségli alapvetd adat alapjan a gépi logika tokéletesebb dontéseket

fog hozni, mint az ember. Ennek a tévedésnek alapos elemzésére az affektiv szamitastechnikanal (1.3) visszatérek.
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Jelenleg is érezziik, hogy ez a harmadik hullam kisebb cunamiként 6mlétt ra a vilagra, gatak
nélkil. A robbanésszer(, a tal hirtelen terjedés és tul gyors valtozads mar dnmagaban megnehe-
ziti a megfeleld szabalyozast, nem is beszelve a problémakor tjdonsagarol. De nem csak jogi-
lag, hanem a hétkoznapokban is érezhetdvé valtak az emberek és gépek kapcsolodasanak 1j
kihivésai, melyre a megoldast legtobben az un. szimbiotikus intelligencia megvaldsuldsdban
latjak. Ezen a néven utalnak az emberi-gépi egylittmiikodés ujgeneracios lehetdségeire.[4] A
hivatalos megkozelitések abban latjak az MI megfeleld felhasznaldsanak zalogat, hogy sikertil
az ember ¢és az MI szimbio6zisat 1étrehozni. Hozzateszik, hogy ehhez az embereknek is valtoz-
niuk kell majd.[3, pp. 52-53] Csakhogy a kifejezés szerintem rossz ¢és ijesztd modon érthetd
félre. Ugyanis kevésbé avatottak konnyen az agyi implantdtumokban megvalosulé ember-gép
egyliittélésére asszocialnak (1d. 11.3.1.) a szoban 1€v0 ,,biozis” sz6gyok miatt. A félreértést erd-
siti, hogy olvasni lehet ember-gép szimbidzisrdl is. Sokkal pontosabb lenne a szinergia (syner-
gia) sz6 alkalmazasa, mely hasznélatos is az egytittmiikodés sz6 helyett. Ezentul tehat itt igyek-
szem Szinergikus MI-ként utalni erre a célra, jeldlve, hogy a szimbiotikus MI-t értem alatta, és
elkeriildom az ember-gép szimbiozis kifejezést.

Nem tudjuk sikeriilni fog-e a gépek és az emberek egyliittmiikddése, és hogy 20 év mulva,
visszatekintve, hogyan fogjak jellemezni a soron kdvetkez6 negyedik ciklust. Bizonyara lesz
valami sajatos, meghatdroz6 mozzanata, — én az MI hardver-alapokra helyezédésében varom
ezt a sajatossagot. (Id. I1.3.1 — az ugyanott emlitett egyéb fejlesztési iranyok kibontakozéasat
késObbi iddpontra, taldn egy 6tddik hullamban varom). Ezek a tendencidk, a mar megvalosult
képességek, valamint a varhato kihivasok (IV.) is alatdmasztjak az V. fejezet vezérgondolatat,

miszerint nem szabad varni az MI-fogalom bdvitésével és pontositasaival.

1.2.2. A mesterséges intelligencia mai hivatalos meghatarozasai

Magyarorszagon és az EU-ban

Itt a célom csupan képet adni arr6l, hogy mit értenek ma MI alatt, ehhez pedig elegenddek a
minket leginkabb érintd (hazai, eurdpai és amerikai) hivatalos meghatarozasok. A szakirok és
hivatalos szervek altal irt definiciokban sok a kdzds vonas (gyakran atveszik vagy atfogalmaz-
zék egymas meghatarozasait), ezért sem €rdemes itt 6ridsi mennyiségli MI-meghatarozast 6sz-

szevetni csak ezekre a kozds vonasokra koncentralok. A jol hasznalhaté meghatarozasokat két-
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oldali behtizassal és dolt betlivel emeltem ki a késobbi felhasznalhatosag céljabol, mig az alta-
lam kevésbé fontosnak itélt (csak a teljesség kedvéért idézett) definiciokat csupan labjegyzet-

ben emlitem.

Kezdjiik a sort az egyik hivatalos magyar meghatarozassal, amely a gyakorlatias és rovid
definiciok koziil véleményem szerint az egyik legjobb. Magyarorszag Mesterséges Intelligencia
Stratégiaja 2020-2030 I. része elején olvashato a 9. oldalon:

A mesterséges intelligencia az emberi intelligencia valamely részének leképeze-

sere alkalmas szoftver, amely képes tamogatni vagy autonom modon ellatni észlelési,

ertelmezeési, dontési vagy cselekvesi folyamatokat. Egy technologia, amely specialis

képességekkel rendelkezik, mégis kiemelt figyelem kiséri mind gazdasagi, mind tarsa-
dalmi szinten.

Van egy tomorebb, frappans meghatarozas is a 6. oldalon:

., A mesterséges intelligencia (MI), mint a betdplalt adatok alapjan onmagukat ta-

nitani és javitani képes algoritmikus rendszerek osszessége”.[5, pp. 6]

Kiindulasnak, illetve alapoz6 oktatasnal jo definicidok ezek, de nem eléggé atfogoak. Ré-
szemrol volt egy varakozas, hogy a régdta vajudd eurdpai szabalyozasban végre majd egy jol
hasznalhato és széles meghatarozast kapunk, hiszen régota elérhetdek annak hattéranyagai. A
hattéranyagok vizsgalataval részletesen foglalkoztam, ennek a kutatasnak a kivonatat nagyon
roviden ismertetem itt.

Ha néhéany szoban szeretnénk jellemezni, azt mondhatjuk, hogy az Eurdopai Unidra jellemz6
joghangsulyos eltolddas uralkodik a 2023 juniusaban elfogadott EU-s rendelet-javaslat’ (tovab-
meghatarozas sajnos inkabb visszalépést jelent a korabbi EU-s meghatarozasokkal szemben,

vagy a vilag tobbi részének megfogalmazasaihoz képest, hiszen nem jelennek meg sem gépi

crer

® A ,,mégis” kotdszo helyett egy sima és-t javasolnék (minden elismerésem és tiszteletem mellett).[5, pp. 9]

7 A hivatalos hirek cimei, és szamos cikk elfogadott térvényrdl beszél, pedig még csak sokadik javaslatrol van sz
,»2023. jinius 14-én a képviselok elfogadtak targyalasi allaspontjukat az MI-tdrvénnyel kapcsolatban. A Tanacs-
ban most megkezdddnek a targyalasok a tagallamokkal a torvény végleges formajarol.”[6]

8 A szdveg szerint a ,,mesterségesintelligencia-rendszer: olyan szoftver, amelyet az 1. mellékletben felsorolt tech-
nikak és megkozelitések koziil egy vagy tobb alkalmazdasaval fejlesztettek, és amely az ember dltal meghatdrozott
celkitiizések adott csoportja tekintetében olyan kimeneteket, példaul tartalmat, elorejelzéseket, ajanlasokat vagy
dontéseket képes generalni, amelyek befolyasoljak azt a kornyezetet, amellyel kolcsonhatasba lépnek.” (3. cikk 1.)
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hangsulyt kapnak). Pedig abban a valtozatban, amelyet az OECD-vel is egyeztettek’, még meg-
jelent a virtualizacio €s az autonomia is. A végiil elfogadott verzioba azonban az emlitett vér-
telen meghatdrozas keriilt, melyet ugyan pontositanak a szabalyz6 mas részében'? felsorolt, MI-
vel kapcsolatos technikak és megkdzelitések,'! ez a felsorolas azonban jocskan igényelne to-
véabbi definiciokat. Igy a szoveg véleményem szerint talzott informatikai szakmai tudést vér el
a jogalkalmazoktol, vagyis kérdéses, hogy a jogcentrikus focél teljesiil-e igy. Ezért allitom,
hogy az EU Al Act — szamos erénye ellenére — a benne elfogadott definicid visszalépésnek
tekinthetd. Ugyanis 2019-ben, — ennek a térvénynek korai eldkészitéseként, — az EU szamara
tett javaslatot egy hasznalhatdo meghatarozashoz neves szakértok felkért csoportja. Egy flizetnyi
terjedelemben adtak attekintést, melynek végén az alabbi 0sszegzés egy igen jol hasznalhato, a
magyarnal bévebb és precizebb meghatarozast eredményezett.[10, pp. 6]'
., A mesterséges intelligencian alapulo rendszerek olyan, emberek altal megterve-

zett szoftverrendszerek (és lehetoség szerint hardverrendszerek), amelyek osszetett cél-

Jukra tekintettel a fizikai vagy a digitdlis dimenzioban ugy miikodnek, hogy a kérnye-

zetiiket adatszerzes révén eszlelik, értelmezik a gyijtott strukturalt és nem strukturalt

adatokat, ismereteik alapjan érvelnek vagy ezekbol az adatokbol szarmazo informaci-

Okat dolgoznak fel, valamint eldontik, hogy az adott cél eléréséhez melyek a leghaté-

konyabb cselekvések. Az MI-rendszerek hasznalhatnak szimbolikus szabalyokat vagy

numerikus modellt is betanulhatnak, és a magatartasukat is megvaltoztathatjak annak

elemzése réveén, hogy a kordabbi cselekvések hogyan hatottak a kornyezetre.

Az MI tudomanyteriiletként szamos megkozelitést és technikat foglal magaban, koz-

tiik a gépi tanulast (amelyre konkrét példa a mélytanulds és a megerdsitéses tanulas),

gépi érvelést (amely magaban foglalja a tervezest, iitemezést, az ismeretek bemutata-

sat és az érvelést, a kutatdst és az optimalizaciot), valamint a robotikat (amely maga-

ban foglalja az ellenorzést, az észlelést, az érzékeloket és miikodteto egységeket, vala-

mint minden mas technikanak a kiberfizikai rendszerekbe torténd beépitését).”

° Ez a megfogalmazas még igy hangzott: ,,4 ,, mesterségesintelligencia-rendszer olyan gépi alapii rendszert jelent,
amelyet ugy terveztek, hogy kiilonbozo szintii autonomiaval miitkodjon, és amely explicit vagy implicit célok esetén
olyan kimenetet generdlhat, mint példaul elérejelzések, ajanlasok vagy dontések, amelyek befolyasoljak a fizikai
vagy virtudlis kérnyezetek helyzetét” (sajat forditas).[8]

1079, pp. 2] I. Melléklet A mesterséges intelligenciaval kapcsolatos technikdk és megkdzelitések a 3. cikk 1. pont-
janak megfelelden.

W a) Gépi tanuldsi megkézelitések, ideértve a feliigyelt, a feliigyelet nélkiili és a megerdsité tanuldst, a modszerek
széles skalajanak, tobbek kozott a mélytanulasnak az alkalmazasaval; b) Logikai és tudasalapu megkézelitések,
beleértve a tudas megjelenitését, az induktiv (logikai) programozast, a tudasbazisokat, a kdvetkezteté motorokat,
a(z) (szimbolikus) érvelést és a szakértéi rendszereket; c) Statisztikai megkozelitések, Bayes-féle becslés, keresési
és optimalizalasi modszerek.”

12 A hivatalos forditast nyelvileg javitva idéztem.
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Erthetetlen, hogy ezt miért szimplifikaltak le a 4 év milva elfogadott szovegre. Véleményem
szerint hibai ellenére ez az eredeti definicid, pontosabban a hozzé kapcsol6d6 magyarazo fiizet
egésze, a jogi szabalyozéds szempontjabdl hasznalhatobb lenne, féleg hosszu tavon. A hibak
alatt elsdsorban azt értem, hogy altalaban csak az intelligencia észbeli, logikai aspektusa jelenik
meg a meghatdrozasokban. A felkért szakértok az intelligencia atfogd meghatarozéasa helyett
egyenesen az észszeriiség fogalmat hasznaljak.!®> Ennek folyomanyaként logikus lenne a szak-
irodalomban Mesterséges Eszszeriiségrél beszélni, bar ezt az dtnevezést senki nem veti fel. Es
nem véletlentil nem emlitik, hiszen régdta zajlanak fejlesztések, melyekben az okossagon kiviili
képességek gépi eldallitasara torekszenek. Leginkabb az érzelmi (Id. 1.4) vagy szocidlis intelli-
genciat [11] probaljak mesterséges eszkozokkel utanozni, ezeknek a meghatarozasokban meg

kellene jelennitik.

1.2.3. Az USA megoldasa parhuzamos definiciokkal

Az Amerikai Egyesiilt Allamok Kongresszusanak megkozelitése'* nem csupan azért érde-
mes a vizsgalatra, mert a vilag jelenlegi vezetd hatalma nyilvan kihat minden egyébre. Ez a
megkozelités tigy oldja fel a szabvanyossag hidnyat, hogy tobb értelmezést egyszerre ad meg,
igy figyelemre méltd azért is, mivel a parhuzamosan megadott tobb meghatarozas 6tlete meg-
fontolandé minden hasonlé kérdésnél. Tovabba ezek a szovegezések jo lehetdséget adnak sza-
momra egy, a legtobb definicioban megjelend hianyossag feltarasara. Ehhez a parhuzamos de-
finiciokat specifikusan 6sszegeztem az 1. sz. tdblazatban.

Elsésorban arra voltam kivancsi, hogy talmutat-e a megkozelités az imént felvetett Mester-
séges Eszszeriiségen, megjelennek-e benne egyéb intelligenciatipusok, vagy legaldbb a megis-
mer¢és (kognicio) fogalma, hiszen azzal is utalni lehetne a racionalitasnal tdgabb jelentésre. Eh-
hez eldszor bejeldltem, hogy hol jelenik meg a szovegezésben a harom kulcsszo: a tanulas, az
intelligencia és az autondmia,'> melyek a hagyomanyos megkozelités szerint az MI-t megkii-
16nboztetik a hagyomanyosan programozott technoldgiaktol. Ezek mellé vettem fel a kognicid
¢és az egy¢b intelligenciatipusok szdmara oszlopokat. Ahol megjelenik az adott tulajdonsag, azt

»X ~ jeloli, ahol nem, azt pedig iires mez0d.

13 Az észszerfiség (rationality) pedig ,.azt a képességet jelenti, hogy egy bizonyos cél elérése érdekében képesek
vagyunk a legmegfelelobb cselekvést kivalasztani, tekintettel bizonyos optimalizalando kritériumokra és a rendel-
kezésre allo erdforrasokra™.[10]

14 Sajat forditas.[12, pp. 1]

15 Ttt csak roviden. A tanulds: a gép képes a viselkedését célszerlien és megismételhetd modon valtoztatni. Az
intelligencia: az ember kdvetkeztetd és kognitiv képességeit utanozza. Az autonémia: emberi beavatkozas nélkiil
képes reagalni a valtozo6 kornyezeti behatasokra.
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A mesterséges intelligencia definicioja

autonomia
tanulas
¢ész (gondolk.)
megismeres

1. | Barmilyen mesterséges rendszer, amely valtozo és eldre
nem lathato koriilmények kozott hajt végre feladatokat je-
lentds emberi feliigyelet nélkiil, vagy amely képes ta- | X X
nulni a tapasztalatokbol és javitani a teljesitményét, ha

adathalmazokhoz kapcsoldodik.

2. | Szamitégépes szoftverben, fizikai hardverben vagy mas
modon kifejlesztett mesterséges rendszer, amely emberi-
hez hasonl6 észlelést, megismerést, tervezést, tanulast, X X
kommunikaciot vagy fizikai cselekvést igényld feladatokat

valosit meg.

3. | Kognitiv architektirakat és neuralis hal6zatokat magaba
foglalé mesterséges rendszer, amelyet arra terveztek, hogy X X

emberként gondolkodjon vagy viselkedjen.

4. | Olyan technikdk halmaza, amelyek része a gépi tanulas, és

amelyeket kognitiv feladatok megkozelitésére terveztek. x x
5. | Racionalis cselekvésre tervezett mesterséges rendszer, be-

leértve mind az intelligens szoftverligynokot, mind a test-

tel rendelkez6 robotot, amely észleléssel, tervezéssel, érve- X X

Iéssel, tanulassal, kommunikacioval, dontéshozatallal és

cselekvéssel éri el a céljait.

1. tablazat: Kulcsszavak az MI-definiciokban (sajat szerkesztés)

Ebbe a sémaba szinte minden fellelheté meghatarozast be lehetne sorolni, am mindegyiknél
hasonlé eredményt kapnank, mint itt: az utols6 oszlop minden esetben {lires maradna, és a kog-
nicié oszlopa is kevés X-et kapna. Ugy tiinik, senkinek sem hidnyzik ez az utols6 oszlop. Pél-
daul a NATO altal 2021-ben megfogalmazott MI-stratégiajanak 2024-ben tervezett feliilvizs-
galatakor is csupan a generativ MI-t emelik ki hidnyosagként.[13] De példa lehet erre a NATO
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egy fejlesztési irdnytervének meghatarozasa is,'® melyben ugyan mindharom klasszikus kifeje-
z¢s mellé rakhatnank X-et, viszont az utolsé két oszlop ott is iiresen maradna. Megemlitend6
érdekesség ebben az iranytervben, hogy az autondmiat kiilon elemzi egy teljes fejezetben, ezzel
azt sugallva, hogy a gépi autondmiaképesség egyeldre a legnagyobb kockazat, jelentésebb, mint
a tanul6 vagy kognitiv képességek.

Az ismertetett hazai, EU-s és amerikai forrasokban sikeriilt 1athatova tenni tehat a meghata-
rozasok egyik hidnyossagat, hogy az intelligencia nem racionalis oldalainak gépi megvalosita-
sara nincs benniik utalds — ezt pdtolni lenne sziikséges, és a javaslatomban is figyelembe ve-
szem. Erdemes azonban egyéb kritikai megjegyzéseket is feldolgozni, és a fenti, 6toldala meg-
hatarozasra talaltam emlitendd anyagot. Néhany szoban dsszefoglalom ennek par fontos meg-
latasat, melyek igazak sok hivatalos MI-definicidra is.[14] Elsdsorban azon meglatasa miatt
emlitem, mely szerint a ,,racionalis cselekvés” kifejezés indokolatlanul korlatozhatja a mester-
séges intelligencia meghatarozasat a racionalitisra vonatkozo feltételezésekre.!” Fontos gondo-
lata az is, hogy az MI tll sziik vagy tal tdg meghatarozéasa azzal a kockazattal jar, hogy korla-
tozza az MI képességeinek spektrumat, vagy nem jol hatarozza meg az MI-rendszerek egyedi
kapacitasat. A szerz6tol nem atvettem, hiszen erre vonatkozo kutatasom kb. a cikk megjelené-

sével egyidds, csak késobb kertilt publikalasra.[15]

1.2.4. Mesterséges ligynokok (agensek)

Miel6tt tovabblépnénk, sziikséges beszélnlink még az ugynevezett mesterséges agensek fo-
galmarodl, mely gyakran eléfordul a szakirodalomban. Ez azért elkeriilhetetlen, mivel a téma
megkozelithetd akar ugy is, hogy ,.az MI egyszeriien a kérnyezetiinket észlelo és cselekvo agen-
sek tanulmanyozasa.”[ 16, pp. xxxiv] De azért is fontos, mivel konnyii 6sszekeverni az MI-t és
az intelligens agenst (intelligent agent). Tudatosan az dgens szot, az angol kifejezés magyarita-
sat hasznalom annak magyarra forditasa helyett, mivel az ,,ligynok™ kifejezés informatikai hasz-
nalata nincs eléggé jelen a magyar koztudatban. Ha magyar sz6t kerestink ré, akkor én az ,,ligy-
kodo” kifejezést javasolnam. Ez mutatna rd a fogalom lényegére, ami iigykodik, valamilyen

tevékenységet végez, megkiilonboztetve attdl a rendszertél (MI), ami ezt a mikodést lehetove

16 A mesterséges intelligencia a gépek azon képességére utal, hogy olyan feladatokat hajtanak végre, amelyekhez
altalaban emberi intelligencia sziikséges. Példaul mintak felismerése, tapasztalatbol valo tanulas, kdvetkeztetések
levonasa, eldrejelzések megfogalmazasa vagy cselekvés (akar digitalisan, akar az autonom fizikai rendszerek mo-
gott meghuizodo okos szoftverekként).” [3] (sajat forditas).

17 Azzal is érvel, hogy a mesterséges intelligencia kognitiv feladatokra valo korlatozasa korlatozhatja a mestersé-
ges intelligencia kiilonféle felhasznalasait — &m én ebben nem latok problémat.
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teszi. Tehat hasonlattal ¢lve az dgens a cég adott részlege vagy alkalmazottja, amely végrehajtja
a rabizott feladatokat (a cég pedig az MI-vel allithat6 analdgiaba).

Legegyszerlibb megfogalmazasban azt mondhatjuk, hogy az dgens egy olyan szoftver, ami
képes cselekedni a szaméra adott kornyezetben, vagyis 6nalléan hoz dontéseket. Am igazabol
ez nem csupan az MI-r8l mondhaté el, hanem még egy programozott automatara'® is igaz. Az
agens szo6 els6 ilyen emlitése 1973-ban volt [17]; a szakirodalomban azdta hasznaljak, de sokaig
nem az MI-vel 6sszefliggésben, és szamos tipusara maig nem jellemz6 a tanulés. Egy MI-rend-
szerben tehat vegyesen lehetnek intelligens €s pusztan automatikus agensek. Akar ugy is meg-
kozelithetjiik, hogy az dgens egy olyan elméleti egység, amely az emberek munkavégzési, fo-
lyamatszervezési modelljeinek gépi megvalositdja, vagyis egy olyan feladatkor elvégzdje, ame-
lyet esetleg ember is végezhetne (vagy régebben az végezte). A fejlodéssel ezek az dgensek
altal atvett feladatkorok szélesednek, és az irat-besorold automatikabol multifunkcionalis, in-
telligens titkar-agens lesz. Az MI ¢és az agens kifejezéseket azért konnyt 6sszekeverni, mivel
egy-egy cél-Ml-rendszer esetleg csupan egyetlen agenst valosit meg.

Az agens ¢és az MI kozotti kiillonbségnek van egy masik oldala is, melyre a fenti céges ha-
sonlat nem vilagitott ra, és az sem, hogy szoftverként kezeljiik. Az dgens olyan, mint egy edzés,
mely része valamely sportnak (ahol a sport all analogiaban az MI-rendszerrel). Az adott sport
mitkddésének része sok szabaly, kozvetitések és azok néz6i, helyszinek és az azokat iizemeltetd
cégek stb., tehat szamtalan nem sportolo, passziv szerepld sziikséges ahhoz, hogy edzeni lehes-
sen. Az edzés egy adott szempont szerint tervezett (pl. izomcsoportra, gyorsasagra, iigyességre)
aktiv tevékenység. Ez a hasonlat tehat az aktiv és a passziv oldalt igyekszik szemléltetni.

Mivel az dgens altalaban egy részfunkcio, tisztdzandoé az is, hogy mi a kiilonbség a szoftve-
rek egyéb moduljai és az dgensek kozott- A valasz, hogy az dgens folyamatos interakcioban
van a kornyezettel, ehhez alapvet6 elemei az érzékeldk és az aktuatorok (ezt nem érdemes ma-
gyaritani). Az érzékeloktdl kapott inputok altal képes a valtozé kornyezeti hatasok fliggvényé-
ben miikddni, az aktuatorok, pedig olyan outputok, melyek lehetdvé teszik, hogy aktiv kdlcson-
hatéasba 1épjen a kornyezetével. Ezt modellezi az. 1. sz. dbra, azonban kiemelendd, hogy a karok
¢s labak nem feltétlentil fizikaiak. Az aktuatorok lehetnek a kornyezetre kozvetleniil hato fizikai
eszkozok, mint egy ventilator vagy robotkar, am ha a kornyezet tisztan virtualis, akkor az in-
formaciokozl6 output (pl. monitor) az aktuator, hiszen az informécid valtoztatja meg a kornye-

zetet (a kornyezet itt a monitor el6tt {il6, azon a gépen dolgozd ember).

18 Itt elegendd a fogalom kozismert értelmezése. Az automatdk és az MI Ssszevetésérdl tobb vizsgalatot is foly-
tattam, 1d. IV.3, V.1.
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Az 1. sz. dbra sémdja alapjan sokféle agens 1étezik, melyeket részben a tervezésekor figye-
lembe vett fobb elvek, részben a felhasznalt technoldgia (pl. tanuléds), mas esetekben a bonyo-
lultsag alapjan kiilonboztetiink meg. Sok szintet, illetve tipust lehet elkiiloniteni, [18] am té-

mank szempontjabol elegenddnek tartom itt csupan legfontosabbakat érinteni.

1. A legegyszerlibb szint a reflexids adgens, mely egy kornyezetét érzékeld, €s az érzékelt
adatok alapjan programozottan cselekvd automata;

2. Fejlettebb valtozataba beleprogramoznak egy olyan modellt is, mely segit szdmara a vilag
egy adott részének nyomonkdvetésében,;

3.  Megkiilonboztetiink cél-alapti dgenst, melyben a cél elérése kap foszerepet, ennek eléré-
sére hoz dontéseket, €s bizonyos tipusai tobb cél kdzott is tudnak rangsorolni;

4. Ezutobbit fejleszti tovabb a hasznossag-alapu agens, mely egy-egy adott elérhetd allapot-

szenzorok

érzékelés

az aktutatorok
1. dbra: Az agensek miikodési sémaja (sajat atszerkesztés)

hoz mérészamokat rendel, igy nem egyetlen célt akar elérni, hanem sok tényez6 egyiittes-
ének maximalis hatékonysagara torekszik;

5. A tanul6 agensek esetében jelenik meg a gépi tanulds, melyet egy errdl szol6 alfejezetben
(I1.2.) alaposabban targyalok. A tanuld funkcidval is rendelkez6 dgenseket lehet intelligens
agenseknek nevezni;

6. Egy masfajta modon fejlettebb a hasznossag-alapti agenseknél a MAS (Multi Agent
System), vagyis tobbagensii rendszer, melyben sok agens egyiittmiikodésén van a hang-
suly;

7. A tobbagensii rendszerek bonyolddédsa nyilvan a részt vevo egyre tobb agens tervezettebb
hiearchizalasat tette sziikségessé (ahogyan egyre tobb ember egyiittmiikodése is egy 1do
utan csak egy hierarchia bevezetésével képes hatékony maradni). Az ilyen MAS elvileg
nem feltétleniil intelligens, egy régebbi robotizalt gyar vezérlése is ide tartozna, am ez in-

kabb a fogalom visszavetitése lenne a multba;

26



Jelenleg azok a hierarchikus agens-rendszerek képviselik a technoldgia csucsat, ahol sok-
féle tanuld agens is meghatarozo szerepet kap. Ezeket hivhatnank hierarchikus tanul6 /
intelligens agenseknek, &m valdjaban eleve csak ezt értik alattuk, igy felesleges a kifejezést
bonyolitani (a fogalom megértését azonban remélhetdleg segitette ez a pontositas).

Végiil meg kell emliteniink az embodied agent — magyarul megtestesiilt agens — kifejezést,
amely alatt valamiféle kiilsé testi jellemz6t (arcot, kezet, labat) kapott 4genseket kell érteni.
A kilencvenes évek végén'® tiinik fel a terminus egy szoftveres, virtualis megoldasra: a
tarsalgo robotok szamara kivantak a monitoron megjelend, mozgdé arcot generalni. Késébb
a kifejezés boviilt, €s egyrészt a valddi fizikai testet kapo, azaz robotikus megoldéasokat is
ide soroljak, masrészt mara mind az input mind az output kapcsolati iranyokat érintheti.
fgy a megtestesiilt agens fogalom mai meghatarozasa: olyan intelligens dgens, mely egy

fizikai vagy virtualis testen keresztiil lép kolcsonhatasba a kérnyezettel.

1.3.  AZINTELLIGENCIA, AMI MESTERSEGES IS LEHET

Az intelligencia mélyebb mibenlétének megragadésa és tipusainak kiilonféle osztalyozasai

mar régen jelen vannak a filozofiai és pszichologiai kutatasokban. Ezek eredményei méara meg-

lehetdsen, sot tulsagosan is sokszinii képet mutatnak. Ezért itt csupan a cél szempontjabol fon-

tos aspektusokat emelem ki.

[.3.1. Nyelvi megkozelités

A koznyelvben éltaldban az intelligens jelz6t hasznaljak, az intelligencia fonevet ritkan
alkalmazzak; ilyenkor leginkébb egy olyan sajatossagra utalnak vele, ami altal valaki ,,oko-
san és kulturaltan nyilvanul meg”. Egyszertsitve mondhato, hogy a hétkdznapokban az
okos szinonimaja, azonban némi tobbletjelentéssel bir. Egy viselkedni nem tud6 zsenire
inkabb azt mondjak, hogy ,,0kos, de bunkd”, mig egy udvarias, figyelmes, magabiztosan
megnyilvanuld kozépszerii szélhamos sokak szdmara ,,nagyon intelligens ember”. Mas
szoval valami megértése, és masok szamara befogadhatdva tétele egyszerre fontos arnya-
latai az intelligencidnak. Véleményem szerint részben emiatt fogadtak sokan ovacidval a
mesterséges nyelvi rendszerek kulturalt fogalmazasmaodjat.

A kifejezés latin etimologidja szerint talan az ,,egybegyiijt”’ sz6 (inter = kozé, egyilivé +

legere = szed, gyiijt)*° adhat meg egy sokatmondo szoszerinti forditast. Ez feltarja, hogy a

192000-ben mar kényv foglalkozik a témaval, de sokkal korabbi publikéaciét nem leltem fel.[19]
20 https://www.arcanum.com/hu/online-kiadvanyok/Lexikonok-magyar-etimologiai-szotar-F 14D3/i-i-F266 A/in-
telligens-F2767/ (Letoltve: 2024.01.15.)
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fogalomban régota megjelenik az a fontos szempont, hogy az ember egybegylijti az infor-
maciokat. A gylijtés sz6 maga még nem sugallja az emlitett okossagot: erre inkabb abbol
szokas kovetkeztetni, ahogyan az illeté atadja az informéciot. Az intelligens ember a kiil-
vildgot nem csupan konstatalja, hanem érti, s6t megérti, ¢s megérthetové teszi. Ehhez a
megértéshez a kiilvilagot, onmagat, illetve e kettd kapcsolatat mindenki folyamatosan ér-
tékeli, feldolgozza, tudatosan és tudat alatt, s6t még almaban is. Igy gyiilik egybe a tuda-
sunk. Ezt az etimologiat alatdmasztja, hogy mar az 0korban is az ,értelem képességét”
jelentette az intelligentia, ami mellett a szétarak a ,,felfogdképességet” €s a ,,megismero-
képességet” is emlitik. Ez a harom forditas azonban harom teljesen kiilonb6z0 oldalt jelol.
A felfogas inkabb egyfajta konstatalas, tudomdsul vétel, memoriaba helyezés csupan.

A megismerés az adatok kozotti alapvetd 0sszefliggések felismerése.

Az értés, ¢s foleg a magyar megértés szo jelentése inkdbb arra utal, hogy a vilagbol leké-
pezett nagy bels6 rendszeriinkben helyére keriil egy, a felfogés altal megkapott és a meg-
ismerés altal 6sszefoglalt informacidhalmaz. Ez az j tudashalmaz ettdl kezdve a tobbivel

Osszefligg ¢és az ¢letiinkhoz, a jo dontéseinkhez felhasznalhato.

A technika mai alldsa szerint a felfogo és megismerd szinteken mar jol teljesitenek a gépek,

am valodi megértésiik nincs.?! A mai gépintelligencia inkédbb egy magolos gyermek szintjén

iigyes csupan, amint erre szamos kutaté mutat r.?

Tobb jelentésmddosulést is eredményez az intelligencia kifejezésen, ha kdzosségi aspektus-

bol kozelitjiik meg. Ennek hattere, hogy a legtobb ember 6sztonds tulajdonsaga, hogy a kdzos-

ség tobbi tagjaval is tobbé-kevésbé megossza a sajat ,,feldolgozott informacioit” (felismeréseit,

torténeteit, pletykait stb.), vagyis a kommunikacio és az intelligencia szervesen 0sszefiigg.

1.

Az elsddleges ilyen jelentésre mar fentebb utaltam: az intelligencia értelmezéseiben nem
szokott megjelenni a megértés visszaadasa, pedig talan ez fontosabb, mint a megértés. PI.
hidba érzi ugy a hallgatd, hogy mindent ért, ha vizsgdn meg sem tud mukkanni, — nem
mondja réla a vizsgaztato, hogy ,.intelligensen hallgat”. Az alapjan alkotunk képet az in-
telligenciarol, hogy egy illetd mit ad vissza felénk a vilagbol: nem csupan magyarazat
szintjén, hanem egy 1) felfedezés vagy akar miivészi erejii megragadas dimenzidiban.

Ide kapcsolodik egy masik jelentésarnyalat: a feldolgozott informécidé megosztasa altal,

egyfajta kollektiv intelligencia is kialakul (v0. rajintelligencia I1.3.3.). Ennek a tuddsnak a

21 Az Ml-nek nincs mogottes vilagmodellje; megmondja, hogyan kell hangzania a valasznak, &m ez nem azonos
a jo valasszal. Ld.[20].
22 Az el8z6 interjlidézet tudomanyos hattere: [21].
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letéteményese hagyomanyosan az értelmiség, akiknek a fo feladata az ismereteknek a ko-
z0sség szamdra torténd gyljtése, raktarozasa és kozérdekli feldolgozasa volt. Ez egy Osi
szerep, bar a kifejezés tjkori, és néhany nyelven®® az intelligencia szot alkalmazzak rajuk
(a magyar nyelvben is az értelem szobodl képezték a nyelvijitdk). Manapsag viszont, ugy
tinik, hogy mar nem az értelmiség nevii emberi réteg 6rzi ezt a tudast: az elektronikus
tudasmegosztas miatt barki képes kész informaciot szerezni, igy ez a szerep egyre inkabb
a technoldgia felé tolodik el. Pontosabban az értelmiség tarsadalmi szerepe és Osszetétele
éppugy at fog alakulni, mint szamos értelmiségi dolgozo feladatkore. (Példaul aki csak
rutinmunkdkra volt alkalmas, az kieshet ebbdl a rétegbdl.)

Az ismeretmegosztasbol adodoé harmadik fontos oldal, hogy az intelligencia sok nyelvben
hir jelentéssel, vagyis dtadott informdaciéként is szerepel.>* Megjegyzendd, hogy mai hasz-
nalatban a hir elvileg egy objektiv és fontos tény kozlése, bar ezek a jelzok a média hireire
sokszor nem igazak. Ide tartozik még, hogy mindig emberek (vagy ma mar sokszor gépek)
altal mar feldolgozott és kivalogatott anyagot kapunk, vagyis a hir gyakorlatilag inkabb
feldolgozott, esetleg atdolgozott informaciot jelent. A fontossag kérdésének iigyes megal-
lapitasa pedig része az okossagnak: aki intelligens, az képes akar egy régi, ,,értéktelen”
adatot 6sszefiiggésbe hozni a kapott 01j informéciokkal, ezaltal értékessé tenni azt.

Ehhez szorosan kapcsolodik egy negyedik jelentésarnyalat: ugyanezt a szotdvet (intelli-
gence) alkalmazzak a hir megszerzésére, pontosabban a magyarul hirszerzés néven dssze-
foglalt védelmi tevékenységre is. Megjegyzendd, hogy az emberi hirszerzé struktaraban
kiilonvalik a megszerzo6 €s az elemz0 rész, hiszen akik az adatokat (esetleg adathordozdkat)
megszerzik, azok sokszor nincsenek a megszerzett hir (informécio) birtokaban, és szamos
tovabbitasi ¢s feldolgozasi fazis alapjan allnak Ossze az adatok védelmi informaciova.
Ezek a fazisok és a munkamegosztas pedig az MI-alapt hirszerzésnél is meg fog maradni,

hiszen mas jellegli modulok és modellek lesznek sziikségesek minden funkciohoz.

A fentiek alapjan az intelligencia jelent tehat megértést, — vagyis annak tudasat, hogy mi a

fontos, milyen informéci6é milyen szempontbo6l bir hirértékkel, — valamint ezeknek a hireknek,

tapasztalatoknak a feldolgozasat, rendszerzését és okos visszaadasat is jelenti. Akinek az el6z6

mondat részeire iranyulé minden képessége jO, annak az emberi k6zdsségi dinamikak alapjan

23 Pl. a németben, angolban, oroszban az intelligentsia az ,,a szellemi foglalkozastak kozossége”, azaz értelmiség
jelentéssel is bir. https://uesz.nytud.hu/index.html?displaymode=web&searchmode=exact&searchstr=intelligen-
cia&hom= (Letdltve: 2024.01.15.)

24 Hasznalatos a sz6 pl. a latinban és angolban ,,iizenet, értesiilés, hir” értelemmel (forras az el6z8 jegyzetben).
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az lesz a feladata, hogy ezt a csoport vagy tarsadalom felé kamatoztassa. Ezzel egyben etimo-
l6giai alapon tdmasztottam alé azt a tendenciat, miszerint a gépi intelligencia képes lesz a jovo-
ben egyfajta ,,uj értelmiséggé” valni. Hasonld logika mentén, ha az intelligencia képessége
tudja, hogy mi a fontos, mi az igazi hir, akkor elmondhatd, hogy az MI ,,zsigerileg hirszerzd”,

amennyiben a hirszerzés teljes struktarajat timogatni képes.

[.3.2. Az intelligenciafajtak

Az etimologizalas utan ebben a kisfejezetben logikusan az intelligencia pszicholdgiai-filo-
zofiai értelmezéseinek torténeti alakuldsara kellene ratérnem. Azonban csak ismételni tudnam
egy nemrégiben megjelent dsszefoglalas tartalmat [22, pp. 13-21], melyet atolvasva barki arra
az eredményre jut, hogy az MI fogalméhoz a torténeti felfogas valtozésai altaldban nem adnak
Uj tampontokat, vagyis nem érdemes ezzel ndvelni a terjedelmet. Egy kivétel van, a ,,tobbszo-
ros” intelligencia elmélete (theory of multiple intelligences), mely gyokeresen valtoztathatja
kas vizsgalni az MI-vel kapcsolatban.

Howard Gardner nevéhez fiizodik, hogy rendszerbe foglalta azt a sejtést, mely szerint sza-
mos emberi képességnek van intelligencia-jellege. Ezen képességek mérését kidolgozva, és kii-
16n-kiilon vizsgalva, sz¢les kortibben tudjuk feltérképezni az alany erdsségeit és gyengeségeit,
ezek Osszesitésével pedig sokkal pontosabb és tudomanyosabb képet alkothatunk az illetdrdl.
A teoria elsO verziojaban Gardner hét kiilonbozo intelligenciafajtat irt le [23], melyet még 6
maga kilencre emelt. A szemlélet alapjan azonban az intelligenciatipusok szama jocskan kibo-
viilt, és a jovében varhatéan tovabb szaporodik. A mai megkozelitésekben szdmos kiilonféle
felosztas olvashato, melyek tobb ponton eltérnek a korai intelligenciafajtaktél. Erdekes, de nem
véletlen, hogy ezek koziil épp az érzelmi intelligencia lett viszonylag kdzismert (ezt mérve kap-
hat6 meg egy emotion quotient, EQ), amely nem volt a gardneri rendszerben. Viszont az em-
berek hétkoznapi problémaikra ennek figyelembevételével kaphattak vélaszokat, és az MI
szempontjabol is igen jelentds (1d. 1.4.).

Visszatérve a sokféleségre: a kiilonbozd kutatdiskoldk az élet kiillonbozd teriiletein valo
helytallast igyekeznek mérhetd paraméterekkel lefedni, és ez alapjan kiillonboztetnek meg kii-
16nféle intelligenciafajtakat. A 2. szdmu tablazatban egyesitettem a korai tipusokat, néhany az-
6ta megjelent® intelligenciafajtat, valamint sajat meglatdson alapulé tipusokat. Ez a teljesség

igénye nélkiil osszeallitott lista is tobb mint hiisz féle intelligenciafajtat kiilonbdztet meg. A

25 Egy kevésbé pontos és tudomanyos, azonban igen kreativ forras adta az alapétleteket: [24].
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lista nem pusztan boviil, szamos korai tipus eltér az ujabban leirtaktol: a tablazat oszlopai vi-
szont nem negligaljak a régi tipusokat, csupan lathatova teszik, hol feleltethetd meg a régi és az
31j tipus. Tobb komponens érdekes,?® és talan vitathato, mégis véleményem szerint az sszesités
alapjan egy olyan benyomas alakul ki a szemléldben, hogy a szakembereknek még ennél is tobb
intelligenciafajtat kéne figyelembe venniiik egy ember atfogo felmérésekor, €s a szakirodalom
alaposabb feldolgozasaval a lista valésziniileg mar most is kiegészithet lenne. Am itt elegendd
ennyi, hiszen ez a tipusmennyisé€g is oridsi szami ahhoz képest, hogy a legtobben csupan az
értelmi oldalt asszocialjak az MI-ben szerepld intelligencia szohoz.

2. tablazat: 22 intelligenciatipus (t6bb modell alapjan sajat osszeallitads)

Gardneri késobbi intelligencia fajtak Rovidités (ha van)

intelligencia tipusok

1. | logikai intelligenciahdnyados Intelligence Quotient (1Q)

2. | egzisztencialis

3. | intraperszonalis

4. | interperszonalis szocialis hanyados Social Quotient (SQ)

5. | testi-mozgasi taplalkozasi (testi fegyelmi) ha- | Nutrition Quotient (NQ)
nyados

6. | térbeli latés Vision Quotient (VQ)

7. | természeti

8. | zenei

9. | nyelvi

10. érzelmi hanyados Emotional Quotient (EQ)

11. viszontagsdgokkal szembené- | Adversity Quotient (AQ)

z¢s hanyadosa

12. pozitivnak latasi hanyados Positive Quotient (PQ)

13. kreativ intelligencia Creative Intelligence (CQ)
14. gazdasagi érzék hanyadosa Financial Quotient (FQ)
15. spiritudlis hanyados Spiritual Quotient (SPQ)
16. tapasztalati hanyados Experience Quotient (XQ)

26 Pl: a taplalkozdsi hanyados az étkezési (testi) tudatossagot és dnfegyelmet méri.

A viszontagsagi hanyados a problémakkal valo szembenézés képességét vizsgalja.

A pozitiv hanyados annak az aranya, amikor az elme a jot latja meg a dolgokban (az igy toltott id6t méri).

A technikai és etikai kompetencidk hanyadosa a nagyfoku integritassal és hosszi tadva megkozelitéssel alkalmazott
technika- és szabalyalkalmazasi készséget méri. Ezek dsszevonasara nem talaltam a forrasban magyarazatot, ezért
emlitem kiilon sorban dket.
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Gardneri késobbi intelligencia fajtak Rovidités (ha van)
intelligencia tipusok

17. digitalis hanyados Digital Quotient (DQ)

18. technikai kompetencidk Technical and  Ethical

Quotient (TEQ)

19. etikai kompetenciak hanyadosa

20. szintézisteremtd intelligencia?’

21. gyakorlatiassagi hanyados?®

22. emberismereti hanyados?’

23.

Az intelligenciafajtak varhatoan boviild szama mellett még egy 6si megkiilonboztetést latok
fontosnak, a f6 téma (az MI-fogalom) szempontjabdl itt emliteni: ez az emberek analitikus,
szintetizalo, valamint gyakorlatias képességek szerinti tipizalasa. Ezeknek a mindenkiben meg-
1évé alapképességek a megoszlasa egyénenként erdsen eltérd. Ezek egyiitt hatarozzak meg az
egyének mindennapjait és szakmai kibontakozéasat. A tablazatban is helyet kaptak (sajat tipus-
ként), mivel az analizal6 és szintetizalo MI-rendszerek modell szinten is el kell, hogy térjenek.
A gyakorlatiassag emberi érzéke pedig er6sebben szocializacid-, illetve tanulasfiiggd, mint a
masik két elem, — igy ennek gépi megvalodsitasa varhatdan inkdbb a tanulasi adathalmazok fiigg-
vénye lesz, kevésbé modellfiiggo.

Itt kell emlitenem egy masik felosztast, mely azért nem kertilt intelligenciafajtaként a tabla-
zatba, mivel jelent0ségét nem az MI, hanem a humanvirtualizaci6 (sajat kifejezés, Id.
IV.2.2.(1))) szempontjabol latom fontosnak. Ez az emberek humdan és real beallitottsag szerinti
felosztasa. Bar felvethetd ez a felosztas az MI-rendszerekkel 6sszefiiggésben is, de célrendsze-
rekkel kapcsolatban nem talaltam jelentds szempontnak (az Gn. altalanos MI-nél j6het majd

szOba, 1d. alabb).

27 Sajat felvetés, a tudomanyos mérhetdség metodusai nélkiil. Egy olyan elvonatkoztatasi képességet értek alatta,
amikor valakiben felébreszthetd a motivacio az altala ismert dolgok szélesebb dsszefiiggésbe helyezésére, és ezzel
képes is megvalositani informaciok ujszeri szintézisét.

28 Sajat felvetés, a tudomanyos mérhet8ség metddusai nélkiil. Azt az érzéket értem alatta, amikor valaki a rendel-
kezésére allo, sokszor nem arra vald dolgokbol képes egy miikddoképes szerkezet, hasznalati targy stb. osszera-
kasara, sokszor fizikai tudas nélkiil ,,érzi” a szerkezetek statikai vagy dinamikai kihivasait és a megoldasokat.

2 Sajat felvetés, a tudoményos mérhetéség metodusai nélkiil. Ez alatt egy olyan érzéket értek, amikor valaki képes
raérezni egy masik ember valodi képességeire. fgy példaul vezetdként a megfeleld vezetd csapat-, illetve alvezetok
kivalasztasara. A hétkoznapokban pedig nem kell csaldédnia folyton a mésik emberben.

32



1.3.3. A gépi intelligencia tudasszintjei

Az el6z0 alfejezethez vald szoros kapcsolata miatt logikailag itt érdemes bemutatom az MI
tudasszintek szerinti felosztasat (szdmos egyéb felosztas: V.4.1.-ben). Véleményem szerint ez
ugyanis problémas, és problémadira az eldz6 alfejezetben vazolt megkdzelitést felhasznalva tu-
dok ramutatni (a kovetkezd alfejezetben). Hasznos ennek a torténetérdl is par szot szolni, enél-
kiil nem érhetéek az MI kiilonféle jelzokkel ellatott szokapcsolatai, és a kozottiik 1évo 1ényegi
kiilonbségek.

A régebbi szakirodalomban a gyenge MI (weak Al) elnevezést hasznaltdk azokra a rendsze-
rekre, melyek pusztin arra képesek, hogy ugy cselekedjenek, mintha intelligensek lenné-
nek.[16, pp. 13] Ezzel szemben egy erds MI (strong Al) hipotézise allt, melyben olyan gépek
l1étrehozasat feltételezték, melyek valoban intelligensen cselekszenek. S6t egy filozofikus meg-
kozelitéssel az ,,er6s” MI-kifejezés utalt az ontudattal rendelkezd gépekre is, vizsgaltak ennek
elvi megvalosithatosagat.

Ma azonban egy hdromszintii felosztas elterjedt, >

amihez hozza kell tenni egy félig techni-

kai kifejezést is

1) ANI®' — Mesterséges Vékony Intelligencia (MVI): az embernél gyengébb képességii, fel-
adatorientalt gép;

2) AGI? — Mesterséges Altalanos Intelligencia (MAI): az emberhez hasonlé képességii, alta-
lanos céli gondolkodogép;

3) ASI® — Mesterséges Szuper Intelligencia (MSzI**): az embert meghaladé képességekkel
rendelkezd gép, mely talan az evolucio kovetkezo szintje;

+ technologiai szingularitds — az ember €s gép kozvetlen kapcsolodasa altal a gondolkodas ¢€s

egyeéb képességeink belathatatlan kiterjesztése.

Az ANI tehat a korabbi felosztas gyenge szintjének helyébe 1épett egy pontosabb kifejezés-
ként. Az rendszerek ugyanis nem gyengék a maguk teriiletén, st erésebbek, mint az ember.
Viszont mind csupan egy vagy né¢hany vékony szeletét valositja meg az emberi képességeknek.
Ide tartozik minden mai rendszer, az egyszeriibb gépi tanulasoktol a mélytanuldsokig, a cél-

specifikus rendszerektdl a sokmodulos MI-architekturakig. Tehat egy szokasokat megtanulo

30 A harom szint kozérthetd dsszevetése: [25].

31 ANI — Artifitial Narrow Intelligence, Vékony MI, (a mai technologidk).

32 AGI — Attifitial General Intelligence, Altalanos MI.

33 ASI — Artifitial Super Intelligence, Szuper MI.

34 A magyar roviditések sajatok, ismeretlenségiik miatt jobbnak itéltem helyettiik az angol verzidkat hasznalni.
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hoéfokszabalyzd, egy arcfelismerd rendszer, €s egy beszédhangulat-értd és -analizalo, arra értel-
mesen ¢s érzelmesen valaszolo ,,vigasztald robot” egy kategoridba tartoznak, vagyis praktikus
tartalma nincs az ANI kifejezésnek, csak futuroldgiai oldalrdl értelmezhetd.

Az AGI, vagyis dltalanos MI elnevezés is talalobb, mint a korai ,,erds” jelzo. Ezek a fajta
fogalompontositdsok pozitiv példak arra, hogy nem csupan az elmosodasa iranyaba (1d. V.1.)
moddosul a fogalom jelentése. Abbdl a szempontbdl azonban nem tortént valtozas, hogy to-
vébbra is hipotetikus technologiara aggatunk jelzoket.

Az ASI lehetne siman Szuperintelligencia®>, felesleges bele a mesterséges jelzd. A réla sz616
teoridk szerint a gép ugyanis ezen a szinten onmagat tokéletesitve haladnad meg az embert, tehat
kvazi él6lényként az evolucid kdvetkezd szintjére (szintjeire) Iépne. A gépi ontudat ezen a szin-
ten alapvetéen mertil fel, mint az AGI-nal; ezt a jovoképet ugy lehetne jellemezni, mintha is-
meretlen dimenzidkba 1épnénk: az ASI akar az ember szdmara elképzelhetetlen, st valoszini-
leg felfoghatatlan képességeket, irdnyokat valositana meg.>® Mas szoval nem csupan sokkal
tobb neuronnal lenne képes dolgozni, mint az ember, nem csupan mindent jobban csinélna,
mint egy ember, de talin az emberben nem 1étezd kognitiv képességekre is szert tehetne.?’

Ez tehat az a harom szint, amely kifejezetten a gépi oldalat irja le a fejlodésnek. Azonban
hozza kell tenni, hogy ezen a szinten az emberrel vald egyiittmiikodést sem a hagyomanyos
kommunikacios sablonokkal (érzékszervek, nyelv) képzelik a legtdbben. Altalaban kozvetlen
gondolatvezérlésre gondolnak, amelyet vagy az agyhulldmok pontos megértése utjan, vagy az
agyba telepitett implantatumok segitségével valositananak meg. Igy jutunk el az emberek és
gépek egyesitéséhez, amely nem szorosan MI-szint, hanem valami mas.

Ezért is alkalmazzak erre gyakran a szingularitas kifejezést, melynek ezt az értelmezését az
trfizikdbol vette at a sci-fi miifaj, amely révén 2005-t6l a technikai joslatokban is megje-
lent.[29] A nevét onnan kapta, hogy a fekete lyukak kozelében tapasztalhato gravitacios szin-
gularitas értelmezhetetlenné teszi a fizika megismert szabalyait. Hasonloképen teszi értelmez-
hetetlenné az eddigi emberi kultirat az emberi képességek vizionalt kiterjesztése, mely altal az
elme kozvetleniil, a testi kommunikacids mechanizmusok (kéz, hang, érzékszervek) megkerii-
lésével vehetne igénybe szamitogépes szolgaltatisokat.’® Ez tehat egy szélséséges diszrupcio,
ami nem csupan az ipart forgatja fel, hanem az ember 6nértelmezését is. Az elképzelés szerint

az agykérget 6sszekapcsolva a felhdvel a gondolkodasunkat emelhetjiik (1j dimenzioba, ezaltal

35 Egyébként a névado is csak igy hivja a tedriat taglalé konyvében: [26].
36 Mas megkozelitésben 0] 1étréteg jonne 1étre 1d. [27].

37 K ozérthetd attekintés az ASI-rol: [28].

38 Egy egész fejezetet szentel ennek pl. [30].
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az MI képességeit sajat képességiinkként hasznalhatnank.>® E szerint a testi képességek kitagi-
tasaval, a szaporodds és a halal eltorlésével (mesterséges test altal) az élet fogalma*® is megval-
tozhatna. Az ember kiterjesztésére sok iranyban zajlo torekvésekrdl emlités szintjén tal nem

térek ki.*!

1.4. ERZELMI INTELLIGENCIA UTANZASA A GEPEKBEN

A fentebb (1.2.2.) felsorolt szamos intelligenciatipus koziil az érzelmit valasztottam annak
illusztralasara, hogy az okossagtol eltéré emberi szellemi képességek modellezése mennyire
sajatos megkozelitéseket igényel. Azért az érzelmeket valasztottam, mivel ez a tertilet ,,ezlist-
érmes” a fejlesztésekben. A mesterséges intellektus terjedése mellett ugyanis egyre nagyobb
lett az igény olyan gépekre, amelyek a mostaniaknal ,,emberibben” képesek miikodni. Ehhez
pedig elengedhetetlen az érzelmek gépi érzékelése és utanzésa; vagyis novekszik a kereslet,
tehat erds a fejleszt6i motivacio is, igy ez a teriilet is igen dinamikusan fejlédik. Azonban, — bar
eredményei sokszor latvanyosabbak, mint a gépek ,,okossdga”, — mégis kevéssé kozismert,
hogy ez a teriilet kiilon fejlodik, az érzelmek gépi kezelésének eredménye a kozfelfogasban
Osszefolyik az MI-fejlesztések eredményeivel. Példaul a személy felismerése arc alapjan az MI-
funkciok korébe tartozik, és sokan nem tudatositjak, hogy egy arckifejezés jeleinek észrevétele,
harag és 6rom arctol elvont felismerése az érzelmeket kutatd szamitastechnika eredménye. Ez
az aspektus az MI-fogalmakban is alig jelenik meg, azonban alaposan korbejarva a teriiletet
vilagossa valik ennek hianya. Ezért ebben az alfejezetben attekintem a teriilet fontosabb részeit:
fejlodését, helyzetét €s korlatait, s hogy egy gép mennyiben és mi modon képes kezelni az
érzelmeket. Erdemes azzal kezdeni, hogy bemutatom az érzelmek sokrétii felértékelddését a

tarsadalomban, igy a technoldgia mogotti motivaciok is megragadhatobba valnak.

1.4.1. Hattér a technologia mogott: az érzelmek fontossaganak
torténete diohéjban
Eurdpa torténelmén jol megtigyelhetd egy olyan tendencia, hogy az intellektualitast elétérbe

helyezd korszakok utdn az érzelmeket is felfedezik ujra és Gjra. Ahogyan a felvilagosodas raci-

onalizmusat a romantika érzelemkozpontisaga kovette, gy a Il. vildghaboru utani modern ra-

39 Kurzweil nem csupan kitart korabbi joslata mellett, hanem leglijabb kdnyve szerint ez mar a kiiszobon
van.[31]

40 Az élet fogalmanak tjragondolédsa a technoldgia targyalt szintjei mentén mér jo néhany éve [32] elkezd8dott.
41 Egy szakdolgozatban kaptam err6l atfogé képet, mely alapjan vilagos, hogy a téma dsszetettsége miatt emlité-
sen tal nem foglalkozhatok vele.[33]
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cionalista korszak értelemkozpontu vilaga is lassan szertefoszlott, fokozatosan egy posztmo-
dern korszaknak adva at helyét, ahol az érzelmet mind tudomanyosan, mind pedig tarsadalmilag
felértékelték. A hattérben mindig zajlottak olyan folyamatok, melyekre késébb ezek a valtasok
alapultak, igy a pszichologia szakirodalmaban is régota téma volt az érzelmek objektiv kutata-
sanak lehetdsége. Persze a kérdéskor régebbi, az ember 6sidok ota szétvalasztotta az érzelmeket
az értelmi mozzanatoktol, igy a filozofidban, illetve gyakorlati szempontbdl az etikaban kiilon
kezelték azt.

A pszicholdgia is némileg eltérden kozelitette meg a két teriiletet, bar sokszor tint gy, hogy
sikertil az értelmet és az érzelmet a kozds, objektiv €s mérhetd anyagi oldal fel6l megismerni.
Magyaran racionalista korszakokban racionalista médon probaltak az érzelmeket is megra-
gadni. Ezek koziil itt csupan egyet emelnék ki, és azzal a céllal, hogy ramutassak, hogy mar a
19. szédzad végén megérett az id6 az Gjszera érzés-elmélet tedriak megfogalmazodasara. Akkor
egymastol fliggetleniil jelentetett meg ilyen targyu irast 1884-ben James amerikai és 1885-ben
Lange dan filozofus. A roluk elnevezett James-Lange elmélet megforditotta az észlelésre adott
testi reakciok €s az érzelmek addig vélt oksagi sorrendjét.[34, pp. 225-226] Kimutattak, hogy
a testi ,,reakciok” el6bb jelenhetnek meg, mint az érzelmek. Ebbdl, és a hasonlo eredményekbdl
a materializmus talajan gyorsan kialakult az a nézet is, hogy ,,az érzelmek csupan kémia”, hi-
szen az érzelmek vegyi (illetve biokémiai) stimuldcidval is kivalhatoak. Ez alapjan a modell
alapjan azonban az agy szamitogépes masolasakor nem tudtdk az érzelmeket algoritmizalni.
Teljesen mas iranybdl kozelitve, nem a neuralis ingerek mérésébdl, €s nem a biokémiai anyagok
ismerete feldl valt képessé a gép az érzelmek kezelésére.

Az ehhez sziikséges szemlélet a szamitastechnika és a racionalizmus cstlicsan és a szexualis
forradalom érzelemkozpontiisaganak hajnalédn jelent meg. Célja nem érzelemkezeld gépek
megalkothatosdga, hanem az ember érzelmi oldalanak megragadhatdsaga volt. Azt a paradig-
mavaltast az érzelmek kutatasdban, melyet késobb az elektronika felhasznalhatott, Silvan S.
Tomkins amerikai pszichologus és teoretikus affektuselmélete*? hozta el. Ez a megkozelités
nem csupan a pszichologidnak adott 16kést, hanem par évtizeddel késébb az informatikédnak is.
Ennek kulcsfogalma az affektus, az érzékelhetd érzelmet jelenti, vagyis a bels6 érzelmeket kap-
csolja 0ssze az érzelmek fizikalisan észlelhetd, kiils6 megjelenésével. Példaul az 6rom érzését
¢észleljiik egy mosolyban. Az attorés abban a meglatasban all, hogy hiaba van lehetdség az ér-

zelmek altal kivaltott kémiai és elektromos jelenségek mérésére miiszerekkel, erre szolgalé em-

42 Magyarul a ,,hatdselmélet” kifejezést is haszndljak. It az idegen sz6 megtartasa a kés6bb bemutatand6 affektiv
szamitastechnikaval val6 kapcsolat miatt indokolt. V6. [35].
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beri receptoraink nincsenek. Tehat egy interakcidoban nem vagyunk képesek kozvetleniil érzé-
kelni masok érzelmeit. Kizardlag érzékszerveinken keresztiil észleljiik azokat, és valdjaban
ezekre az észlelésekre reagalunk.

Tomkins kilenc alapaffektusba rendszerezte €¢s haromféle eldjelii osztalyokba sorolta azokat

a sémakat, melyeket a masik emberen felismeriink:*

I.  pozitiv affektusok: 1. érdeklddés-izgalom, 2. élvezet-6rom;

II. semleges affektus: 3. meglepetés-dobbenet;

III. negativ affektusok: 4. szorongas-gydtrelem, 5. harag-diih, 6. félelem-rettegés, 7. szégyen-
megaléztatés, 8. undor (izbdl), 9. biiz (szaglasbol)

Késo6bb kiilonb6zd szamu affektussal dolgozd sémak sziiletnek, és tobb tudomanyos elmélet
is 1étezik az alapérzelmek csoportositasara.**

A pszichologiadban az affektiv jelenségek atfedéseiként valasztjak szét az érzelmeket (emo-
tion), és ennek konkrét, szubjektiv eseteit, ahol megkiilonboztetik az érzést (feeling), a hangu-
latot (mood) és az attitidot (attitude).*® Jelen megkdzelitést feleslegesen megbonyolitana, ha
ilyen finomitasokat is vizsgalnank. igy az alabbiakban az ,érzelmek” kifejezésben vagyunk
kiilon vizsgalni). Témank szempontjabdl két okbdl is igen jelentdés Tomkins munkdssaga. Egy-
részt affektuselmélete adta meg a kulcsot a gépi érzelem-kezeléshez: ramutatott ugyanis, hogy
a gépeknek elegendd csupan felismerni az érzelmet kifejezd affektust, illetve szimulalni, érzé-
kelhet6évé tenni azt az affektust, amelyet egy ember érzés-kifejezésnek érzékel. A masik ok,
ami miatt fontos, hogy 6 a script-elmélet megalkotoja is.*®

A script-elmélet szerint az emberi viselkedés leirhatd mintak és érzelemmintazatok segitsé-
gével. A gondolkoddsmintédk fontossaga az emberi megismerésben azota szamos teriiletre ha-
tassal volt, és ezek a mintdk vezettek paradigmavaltashoz az MI-kutatasokban is. Itt ugyanis
hasonl¢ jellegli elakadas jelent meg, mint amelyet az imént az érzelmeknél bemutattam, csak
kisebb léptékii. A szamitastechnika hdskorszakaban ugyanis a racionalitast hangsulyozva még
ugy veélték, hogy a gépi logika dontéseinek tokéletesitéséhez nagy mennyiségii ,,alapvetd adat”
sziikséges. A ’80-as éveket kovetden jottek ra a fejlesztok, hogy a script-elmélet gondolkodas-
mintainak segitségével sokkal hatékonyabb MI-modell tervezhetd. Ez a mintaalapu matemati-

kai modell mara jol bevalt technologiava fejlodott, sot a jovore nézve is joggal gondolhatjuk,

43 Ehhez jo abra is késziilt: [36, pp. 68].

4 Tovabbi csoportositasok: [37, pp. 293].

4 Elsésorban ezen kotet Nyelv, tudat, gondolkodas c. részfejezete: [37, pp. 290].
46 Bar ezen teriilet alapmiive Tomkins tanitvinya nevéhez flizédik: [38].
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hogy az MI fejlddése erre alapulva halad tovabb. Itt sajnos csupan emliteni tudtam, mivel az
affektuselméletnek a szdmitastechnikara gyakorolt hatasara kell koncentralnom.

Térjlink vissza a tarsadalmi folyamatok tudomanyra gyakorolt hatdsdhoz, hiszen nem elha-
nyagolandd, hogy minden kutatora akarva-akaratlanul is hat a korszellem. Vagyis az érzelmek
tarsadalmi felértékelddése hatassal van érdeklodésiikre, otleteikre és intuiciokra is. A hatvanas
évektdl nyugaton rohamosan bontakoznak ki érzelmeket felértékelé mozzanatok. Ezek a hippi
mozgalomban ¢és a szexualis forradalom légkorében jogi szinten és hétkoznapokban egyarant
jelentds gyakorlati valtozasokat eredményeznek, és ekkorra a racionalista tudomanyra gyako-
rolt hatasuk is kézzelfoghatova valik. Itt els6sorban Paul Ekman nevét kell kiemelni, aki mar
1972-es konyvében targyalta szerzétarsaival az érzelmek felismerhetdségét az arcon, feltérké-
pezte az arc izmait, igy képes volt ezek mozgésait figyelni és dekodolni, s példaul a valddi
oromot az dlmosolytdl megkiilonbdztetni.*’ A nyolcvanas évekre igy a tudomany szintjén is
népszeriivé valik az érzelmek felértékelése, a mérhetdségének és mitkodési modelljeinek csi-
szolasa. Ekkortajt valik le az érzelmek mérése az intelligenciaval kapcsolatos vonalrol, elsésor-
ban a fentebb emlitett (1.2.2.) tobbszords intelligenciaelméletre alapozva.[23] Ekkor kezd job-
ban kibontakozni az affektuselmélet is, €és vele az affektiv tudomany.[40] Ez utobbi olyan ki-
dolgozott alapokat (modelleket, kategoridkat) rak le, melyet aztan a miiszaki kutatok is alkal-
mazhattak az érz6 gép megvalositasan gondolkodva.

A ’90-es évektol, az érzelmi intelligencia elkiilonitett kutatasa ota [41] a kiilonb6z6 pedago-
giai és pszichologiai modellek az emberek intellektualis €és érzelmi képességeit eltérden kutat-
jak, kezelik és mérik. Ez kihat az 6nismereti, konfliktuskezelési modszerekre is, de eredményeit
felhasznaljak a marketingben, és a médiamanipulacié révén a tomegeket érzelmileg befolyéasolo
informacios miiveletekre is. Tehat, mivel tarsadalmilag is ismertté valik az ember érzelmi ol-
dalanak megragadhatosaga, kezelhetdsége, igy evidens, hogy a gépekkel szemben is fokozato-
san egyre tObb érzelmi elvarast tdimaszt az emberiség. De térjiink vissza arra, hogy a gépi érzel-

mek kutatdsa hogyan valt fokozatosan 1) tudoméanyagga.

1.4.2. Az affektiv szamitastechnika kifejlodése

(1.) Az affektiv szamitdastechnika fogalma és kezdetei

Az érzelemkezeld szamitogépekre Rosalind W. Picard vezette be az affective computing

szakkifejezést egy 1995-ben megjelent cikkében.[42] Szamos, késdbb megvalosuld technolo-

47 Ujabb kiadasban 1d. [39].
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giat megjosol ebben az irasdban — a hordozhaté szamitdégépektdl (nala affective wearable com-
puters) kezdve egészen a médiafelhasznalasokig. Ramutat arra is, hogy a Turing-teszt*® elkép-
zelhetetlen az érzelmek gépi érzékelése €s szimulalasa nélkiil. Az eredeti teszt tiikrozi a fentebb
bemutatott kort, melyben az ember f6 vonasa az értelem; szerintiik ez kiilonbozteti meg az em-
bert a géptdl és az allattol egyarant. Ez a nézet valt meghaladotta, és ezt valtja le az a személet,
mely a kutatond cikkét is athatja, amikor ramutat az érzelmek figyelembevételének fontossaga
mellett figyelembevehetdségének akkoriban csirdzo lehetdségeire is. Azonban nem 6 volt az
elsd, aki ezzel foglalkozott, hiszen az imént emlitett Ekman 6ta egyre tobbféleképpen foglal-
koztak az érzelmek gépi felismerésével, igy a *90-es évek elején mar javaban folytak szobeli
intonéciofelismerd [44, pp. 1097-1108] vagy kézmozdulat-felismerd [45] modellekre iranyuld
kutatasok is.

A technologia kibontakozasanak ismertetése eldtt térjliink ra az affective computing fogal-
manak elemzésére, hiszen ez nagyon sokat €s 1ényegeset adhat hozza az MI fogalméhoz. Egyik
rovid magyar meghatarozas szerint a kifejezés magyarithato ugy, hogy ,.érzelmekkel operald
szamitastechnika™. Itt azonban inkabb az ,,affektiv szamitastechnika” terminussal utalok ra,
mely szerintem pontosabb.

Az affektiv szamitastechnika tehat olyan rendszerek és eszkozok tanulmanyozasat

es fejlesztését jelenti, amelyek képesek felismerni, értelmezni, feldolgozni és szimuldlni

az emberi affektusokat.[46]

Fontos hangsulyozni, hogy a ,,gépi érzelem” éppen annyira nem érzelem, mint amennyire a
mesterséges intelligencia nem bolcsesség. Nehogy barki azt gondolja, hogy ezek a gépek képe-
sek érzésekre! Mivel a fentebb emlitett tomkinsi affektiv pszichologiara alapul az iranyzat, ezért
mondhatjuk, hogy az affektiv szamitastechnika egy interdiszciplinaris fogalom. Az ilyen iranyt
eredményekhez ugyanis sokféle tudomanyag kibontakozasara és 6sszefonodasara van sziikség,
a szamitastechnikatol a pszichologiaig, igy az affektiv szamitastechnika a kognitiv tudomany
egy részteriiletének is tekinthetd.

Am az affektus sem teljesen pontos jelzéje ennek az iranynak, hiszen egyik nyelvben sem
kétiranyu kifejezés, pedig az altalunk vizsgalt sz66sszetételben egy ’oda-vissza hatas’ jelenik
meg. Picard egyarant affektiv szamitastechnikanak hivja azt, amikor a szamitogép emberi ér-

zéseket ismer fel (input affektusok), €s azt is, amikor érzések szimulalasara képes a komputer

4 A teszt azzal méri a gépek képességeit, hogy a tesztelé meg tudja-e kiilonbdztetni, hogy kérdéseire gép vagy
ember valszolt. Az eredeti teszt: [43].
4 Online kézikdnyvekben felbukkan az ,,érzelmi szamitasok™ és az ,,affektiv szamitasok” kifejezés is.
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(output affektusok). Igy négyféle géposztaly 1étezhet — ezt példazzak napjaink jelentésebb ered-

ményei is:

1. csak input: a sziv-, vér-, borreakciok fiziologiai formajaban megnyilvanulé érzelmek fel-
ismerése;

2. csak output: gépi esztétikai képességek eldallitasa;

3. input és output: az arcmimikaban, a hangban, a kéz- és testmozdulatokban megnyilvanulo
érzelmek felismerése és eldallitasa;

4. egyik sem (nincs érzelmi része).

Azért is kiilon kell kezelnem majd az input €s az output oldalt, mivel jelentdsen eltér a hoz-
zajuk sziikséges technologia. Az affektus tehat egyszerre jelenti az érzékelést és az érzelemki-
fejezést, napjainkra mégis az affektiv szamitastechnika itt vazolt eredeti jelentésének szlikiilése
figyelhetd meg. Egyszertien az MI-t hasznalo technologiaba beleértik, mintha evidens lenne,
hogy egy MI-rendszer érzelmeket is kezel.

Ennek elkeriilésére bevezetem a ,,mesterséges érzelem” (ME) terminust. Mert igaz ugyan,
hogy foleg az MI-vel osszefiiggésben, annak bdvitményeként hasznalhaté az ME, és alabb is
igy vizsgaljuk, &m sokszor sziikséges lenne megkiilonboztetni ezeket a csak intelligenciat szi-
mulalo gépi rendszerektdl. Arra pedig, amikor a két technologiat egyiitt hasznaljuk, a magyar
ME2-rendszer (esetleg MEE, Mesterséges Ertelem és Erzelem) vagy az angol AIE system (Ar-
tifitial Intelligence and Emotion) kifejezést javaslom, és ezt haszndlom, mert ez mutat ra arra,

hogy a két oldal kiilon kezelendo.

(2.) Az érzelemmotortol a mesterséges empatiaig

A fogalmi vizsgalat utan at kell tekinteniink, hogyan alakult, és fejlodott a mai szintre ez a
technologia. Az affektiv szamitastechnika egyik elsd, boltokban is kaphato reprezentansa egy
csak output gép volt a kétezres évek elején. A PlayStation-2 jatékkonzol chipjében ,,érzelem-
motor”’-nak (Emotion Engine, EE) nevezték el azt a technoldgiat, amely a 3D jatékgrafikat meg-
valositotta.[47] Nem pontos a szohasznalat, hiszen a technologia Iényege nem kifejezetten az
érzelmek kifejezése, hanem a gyorsabb ¢€s jobb grafikai abrazolas volt. De eléremutat6 felisme-
rés ezt azzal jellemezni, hogy a szerepldk arcan az érzelmek dbrazolasa is lehetéveé valt. A ne-
uronhalos megkozelités helyett akkoriban egy specidlis skalarvektor-architektira is elegendo
volt a korabbindl szebb grafikara, és egészen 2012-ig gyartottak a kiilonféle EE-chipeket.

Fogalmilag egyébként felvethetd, hogy ennek mintajara a mai, még finomabb érzelemkife-
jezésre alkalmas szoftvereket, sokmagos videokartyakat és egyéb eszkozoket is az affektiv sza-

mitastechnikahoz kellene sorolni, hiszen az affektusokra iranyuld kutatasokat hasznaljak fel.

40



Szamos egyéb projekt zajlott az érzések gépi analizalasara vagy eldallitasara mar az évezred
elején, amint arrél egy 2005-0s nemzetk6zi konferencia is tantiskodik.[48] Ennek eldadésai ko-
zott taladlhatdak beszamolok a mimika, a kézmozdulatok, a testbeszéd vagy a hang felismeré-
sére, vagy érzelmes hang, érzelmeket kifejez6 arcok megjelenitésére — tehat mar ekkor megje-
lent a terlilet mai eredményeinek minden kezdeménye. Megemlitend? itt, hogy Marvin Minsky
figyelme is az mesterséges érzelemkutatas felé terel6dott [49] (az 6 neve fontos az MI torténe-
tében, hiszen szamos fejlesztés és talalmany kapcsolodik hozzd). Ez jol mutatja, hogy a szak-
man beliil felfutott az érzelmi teriilet, de varni kellett még azzal, hogy a kdzvélemény szamara
is érzékelhetd legyen ez a robbanas.

Tehat sok kutatd korabban is hasznalt MI-modelleket gépi érzelmekhez. Am a megfelel
affektus-adatbazisok hianya és az MI-modelleket tamogat6 hardverek elégtelensége az Gtleteket
szakmai korokon beliil tartotta. A felhOtechnologia terjedésével nyiltak meg az elsé lehetdségek
az ME2 elfogadhaté minéségii hasznalatara. A 2005-6s Google Talk még kicsit géphangon be-
szélt, lassan csiszolédott ki olyan ME-felh, melynek angol nyelvii beszéde mar élethiibb (pél-
déul az Amazon Echo / Alexa 2014, a WaveNet 2016), mara egyszeriibb feladatokra altalanosan
jol alkalmazhat6va valt a beszédértés, €s magyarul is egyre kevésbé gépies a beszédszintetiza-
las.

A besz¢€l6 gépek példajan egyben ravilagithatunk arra a mar emlitett sajatossagra, amelyet
fontos kiemelni az ME fejlddésének attekintésekor: sok estben elmosddnak az affektiv szami-
tastechnika hatarai. Ha beszédet fejlesztenek, annak kifejezokészségéért €s nyelvhelyességért
az MI-modulok feleldsek, de az élethii, érzelmes hanglejtésért az ME. Ezek egyiitt, egyszerre
teszik értelmi és érzelmi szempontbdl valosaghiivé a gépi hangot.

A 2005 utani korszakra jellemz6é még, hogy az audio- vagy videoszenzorok megujulasan tal
teljesen ujszerti €rzékeldk sora jelenik meg: kezdve a Nintendo cég Wii mozgasérzékeld jaték-
konzoljatol (2006)°, a fizikalisan kapcsolodd szenzorokkal végrehajtott érzelem-felismerésen
at (szemmozgaskdvetd szemiivegek, EEG-taviranyitok>!) egészen a mikrohulldmu testradaro-
kig (1d. kovetkezd szakasz). A jatékok mellett az érzelemfelismerdk huzoagazatava kezd valni
példaul az autodipar is a faradtsag-ellenérzokkel, a vallalati munkatarsjolléti alkalmazasok®?, de

a katonai kutatasok szintén segitik a tertilet fejlodését.

S0 Ez egy kézben tarthato, de vezeték nélkiili alkatrész (remote) mozgasat detektalta infravords érzékeldvel.

5! Elektroenkefalografias fejérzékeld: nem hagyomanyos effektust érzékel, hanem elektrofiziologiai valtozasokat,
az idegsejtek elektromos aktivitasat méri valos idében.

52 Bz mar 2005-ben prognosztizalhat6 volt olyan &tletekkel egyiitt, mint a csoportddntési segédeszkdzként vald
hasznalat vezet6k szamara, hogy feltérképezhessék a beosztott allomanyuk hangulatat. Ld. [50, pp. 97].
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Ezek koziil azt a torok katonai kutatast szeretném réviden bemutatni [51], amely a hagyo-
manyos neuronhald érzelmi bovitését vetette fel a célpontfelismerési képességek javitasara. Dr.
Khashman kutatdcsoportja 2009-ben egy olyan megerdsitéses tanulasi modellt alkotott, melybe
két érzelmet vett fel: a szorongast €s a magabiztossagot. Abbol az emberekre jellemzd ténybdl
indultak ki, hogy amikor 0j feladatot tanulunk, szorongasunk szintje magas, a magabiztossa-
gunk pedig a tanulés kezdetén alacsony, am iddvel, a tanulds és pozitiv visszajelzések altal a
szorongasszintiink csokken, mig a magabiztossagi szintiink nd. {igy hozhatunk a tanulas révén
jobb dontéseket, mégpedig rovidebb id6 alatt. A modell bevaltotta a reményeket. A tesztek
alapjan a szorongasi €s a magabiztossagi egyiitthatd beépitése a rendszert nem csupan hatéko-
nyabba tette a célok azonositdsdban, de egyben gyorsabba valt a tanulds és a dontéshozatali
idék szempontjabol is. Ez a modell példa arra is, hogy létezhetnek egyéb érzelemmodellek,
melyek nem az affektus-modell valtozataként funkcionalnak, és nem emberibbé teszik a rend-
szert, hanem hatékonyabba valik altaluk egy hagyomanyos MI.

Végiil a mesterséges empatia kifejezést szeretném bemutatni, melyet Minoru Asada egy
2012-es tanulmanyaban vezetett be.[52] A kutatdo mar 2001-t61 a gépi érzelemmel kapcsolatos
témakkal foglalkozott, ebbdl ndtte ki magat ez a vizsgalati teriilet. A kifejezés gyakorlatilag
egy input-output modellt takar, amikor egy gép (p¢ldaul robot) egy adott emberi érzelemre a
megfeleld érzelemmel valaszol. Ez a kifejezés jol példazza azokat a konvergencia folyamato-
kat, melyek mara athatjak szdmitastechnikat és az MI-t. Egy adott fazisban kiilon tud csak fej-
16dni egy-egy technolodgia, abban a fazisban sajatossagaira koncentralva sikeriil megoldani sza-
mos kihivast. Ezek az eredmények késébb gyakran beleolvadnak nagyobb rendszerekbe, ez

esetben példaul ma mar az MI-rendszerek empatiara tanitasardl beszélnek.[53]

(3.) Erzelem-chip, affektus-radar, mesterséges empatia

Az utdbbi évtizedben ugyan az ME2 ugrasszerlien elterjedt, azonban a fentiekhez képest
kevés diszruptiv tjdonsag jelent meg. Erre az id6szakra egészen napjainkig egy horizontélis
fejlédés jellemzd. Egyrészt a fenti trendek finomodésa érzékelhetd. Igy az jabb rendszerek
egyre pontosabban kezelik az affektusokat is. Ez igaz mind az input, mind az output irdnyokra,
sOt az output irany lemaradasa talan kicsit csokkenni latszik (élethlien szimulalni az érzelmeket
joval nehezebb, mint beazonositani 6ket). Masrészt az eddig kiilon fejlesztett technologiak kon-
vergencigja is erdsodik. Ez részben egy természetes spontaneitassal megy végbe, de néha az
izleti dinamika mentén torténik, technologiak vagy cégek felvasarlasaval, és az igy kapott fej-
lesztések tudatos 0sszeépitésével. Az aldbbi sorok erre is példaként hozhatoak, &m ennél sokkal

fontosabb, hogy igy mads iranybdl is mutathatd be a varhato jovo. Kutatdsaim sordn par éve
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talaltam az EmoShape nevii vallalkozast, melynek innovacidit érdemes bemutatnom annak el-
lenére, hogy mara eltlint, pontosabban beleolvadt egy MetaSoul nevii cégbe, melyet tobb nagy-
véllalat®® {izemeltet.

Az alabbi eredmények el6zményei a XXI. szazad elejére nytlnak vissza. A cég vezetdje
2005-ben egy EU-s dijat®* nyert el a 3D Solar technologiaért. Ez nem mas, mint a 3D megjele-
nités tokéletesitése, mely az Emotion Engine ismertetésénél leirtakhoz hasonldan képessé tehet
egy arcabrazolast akar az érzelmekre is. Talan ezért is folytattdk a kutatast a szempontunkbol
jelentds EPU-chip névre keresztelt Erzelmi Feldolgozo Egység (Emotion Processing Unit) ira-
nyaba. Ennek els6 véltozatat 2015-ben mutattdk be. Erdekesebb azonban az EPU-III (2017)
verzid, mely tobb szempontbdl rugalmas technoldgiat takart. Haromféle kiadasa l1étezett.[54]
1. egy felhdalapu szolgaltatas (mely a megvasarlas utan a mai napig mitkodik);

2. egy beszerelheté mikrochip, amit eMCU-nak>’ hivott a cég (alabb bemutatom);
3. valamint egy USB-csatlakozasu perifériaként forgalmazott termék, mely kész okoseszko-

zoket volt hivatva érzelmi komponenssel kiegésziteni.

A termékek nem végfelhaszndlokat, hanem robot- és rendszerfejlesztoket céloztak meg, akik
a hozza tartoz6 szoftverfejlesztd készlet és dokumentacid megvasarlasaval kibdvithették sajat
szolgaltatasaikat érzelmi 0sszetevokkel.

Rugalmassaga mellett az érzelemkezelés eddigieknél sokkal nagyobb pontossaga, valamint
az input- és outputképességek egyiittes jelenléte tlint biztatonak. Ugyanis az EPU egyrészt ké-
pessé tehetett egy gépet arra, hogy érzelmileg megértse, amit olvasnak neki vagy amit lat, mas-
részt érzelmi allapotokat és szintetikus érzelmeket hoz 1étre az intelligens gépekben. A project
a fentebb bemutatott Ekman-féle modell médositasan®® alapul. Mitkddése hasonlit egy szines
szkenner miikodéséhez, ahol egy kép adott pontjanak szinarnyalata a harom alapszin kiilonb6z6
intenzitasu keverésébol all eld. Csak itt a harom alapszin erdsségének értékei helyett a modell

12 alapérzelmének®’ kiilonbdzé intenzitasabol ,keveri ki” (hozza létre) a rendszer az affektus-

53 Az Nvidia, az OpenAl és a Microsoft cégek https:/pitchbook.com/profiles/company/96013-72#comparisons
(Megtekintve: 2024.01.28.). Az EPU hardver és a Radar nevii, mindjart ismertetésre keriilo fejlesztések mara el-
tlintek, mar csak az EPU felh6alapt része elérheto.

4 Patrick Levy-Rosenthalnak az IST dijat itélték oda. https://www.euro-case.org/wp-content/uploads/2019/07/Eu-
rocase/PDF/2006EISTP_book.pdf

35 Emotional Micro Controller Unit (érzelmi mikrovezérld), ami a szamitastechnika azon korszakara utal, amikor
még kiilonb6z6 mikrovezérlok (MCU-k) voltak sziikségesek a CPU mellé a kiilonb6z6 vezérlési feladatok ellata-
sara, amelyek késobb beleolvadtak a CPU-ba.

36 A szakirodalom szerint a félelmet, a diih6t, az undort, a szomortsagot, az 6romét, a meglepddést és az érdekls-
dést a legtobben alapérzelemnek tekintik, am ezek koziil csupan hat szerepel az EPU-ben. vé. [37, pp. 293]

57 A 12 itteni érzelem angol kifejezésekkel: anger, fear, sadness, disgust, indifference, regret, surprise, antici-
pation, trust, confidence, desire, joy. A magyar kifejezések nem mindig pontosan ugyanazt fedik, de nagyjabol a
kovetkez6 egyszavas forditasok adhatoak: diih, félelem, szomorusag, undor, kozony, megbanas, meglepetés, eld-
érzet, bizalom (remény), dnbizalom, vagy és 6rom.
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pixel®® konkrét arnyalatat, mely az adott pillanat érzelmét pontosan definialja. Tobb iddinter-
vallumban felvett érzelem-pixelek sorat feldolgozva alakitja ki rendszer azt az érzelemmatrixot,
mely szdmunkra informacioval birhat. Ugyanis az érzelmek inkabb egy idéintervallumban ér-
telmezhetdek, vagyis affektus-pixelek sorozataval, hiszen a gesztusok, a mimika valtozasa vagy
a mozdulatok ive, sebessége bir oriasi informacioértékkel. Az EPU érzelmi spektrumat képezo
matrix elvileg 64 millié érzelemarnyalatot kezelhet [54], és ezen matrix alapjan allitja eld a
rendszer a sajat reakciojat. Igy biztosit egyfajta nagy teljesitményti érzelmi ,tudatossagot” a
szamitogépek vagy robotok szamara, melyre megfeleld outputot tervezve a gép viselkedése bi-
zonyos szintli érzelmi intelligenciat mutathat. Rdadasul, mivel mas mesterségesintelligencia-
technologiakkal (pl. arcgeneralassal, nyelvi modellel) is képes kommunikalni. Igy valésulhat
meg az MI és a robotok spontan (nem kddvezérelt) érzelme, olyan nevetése vagy sirdsa, mely
hidba csak szimulécio és csak virtualis, mégis egy eddig nagyon hianyzo problémat oldana meg.

Az audio és vizualis affektusokon tul azonban egy¢éb jelek is vannak, melyekre nekiink nincs
ugyan érzékszerviink, de gépeink altal érzékelni tudjuk dket — ezekkel a szenzorokkal még to-
vabb fokozhatd egy ilyen rendszer érzelemfelismerd képessége. Akar egy infravords tarto-
manyra kiterjesztett kamera érzékelheti a testrészek homérséklet-valtozasait, akar agyhullamok
érzékelésére is ki lehet képezni — de ezeket most csak én vetem fel, a cég egy mas Gtletet pub-
likalt. Ok egy aRadar (affektus-Radar)® névre hallgato szenzort fejlesztettek, amely vezeték-
nélkiili (mikrohulldmu) technolégidval érzékeli az ember 1€gzésének €s szivverésének pontos
hullamformait (egy EKG késziilékhez hasonldan). Az aRadar és az EPU-technologidk egyiittes
ban vélték hasznosithatonak. Az EPU-technolégia tovabbfejlesztéseként, az NLP®'-rendszerek-
hez torténd integralds is a célok kozott volt, azaz élethlien beszélgetd gépek, illetve NLG-algo-
ritmusok®! 1étrehozasa (ezekrél bdvebben a 11.3.4.-ben). Ezt mar azonban a cég 0j tulajdonosa
vitte végbe, ¢és haladta meg. A MetaSoul irdnyitdi az Open-Al segitségével érzelmekre is tanit-
hat6 avatarokat, digitalis személyiségeket kinalnak. Ezek segitségével példaul egy jaték virtu-

alis karakterei dinamikusan képesek fejlodni, és idével érettebben, vagy megkeseredettebben

58 Sajat kifejezés (1), ez a lefrasokban nem szerepel.

% Amint az imént emlitettem, az aRadar nevii kutatas a cég megvasarlasa miatt jelenleg nem elérhetd.

60 Natural Language Procession, természetes nyelvfeldolgozas.

61 Natural Language Generation, természetes nyelv generalasa. Ez némileg eltér az NLP-t61, mivel inkabb adatok
értelmes szoveggé alakitasarol szol, 1d. [55].
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reagalni a felmeriil§ szituiciokra, igy téve élethiibbé a jatékélményt.> Ezen technologidk uto-
dair6l ugyan nem leltem fel adatokat, de az emlitett MetaSoul csoport éltal feltehetéen nagy
szerepet jatszanak a jelenlegi €s varhaté MI-szolgaltatasokban.

Az aRadar ¢és az altalam felvetett szenzorok tehat kiegészithetik és jocskan pontosithatjak az
ME?2 gépek altal felismert érzelmek meghatarozasat. Az igy kiegészitett rendszer becsapasahoz
nem csupan egy almimikat kéne elsajatitani, hanem emellett a sziv- és 1égzésrendszer rezdiilé-
seit, vagy az agyhullamokat is uralni kellene. Kézenfekvd tehét igazsagvizsgalasra alkalmazni,
vagyis rendészeti, ligyészségi vagy titkosszolgalati felhasznalas iranyaba is fejleszteni. Ez a
magyarazat talan segitett jobban megérteni az ilyen jellegi gépi tudas hatarait, és ramutatott
arra, hogy az uj MI-fogalomban ez az aspektus megjelenitendd. A technologia védelmi alkal-

mazhatdsagara még ki fogok térni (V1.2.3.).

LS. RESZOSSZEFOGLALAS: HOGYAN LEHET AZ INTELLIGENCIA MES-

TERSEGES

A részkovetkeztetésekben az R utdni szam a fejezet szdma, ezt koveti a részkdvetkeztetés

szdma, esetenként egy betiijel is (amikor érdemes volt egy konklizidt alpontokra osztani).

Osszegzés. Az els6 részkutatas a tervezett egyéb vizsgalatokkal dsszefliggésben adott va-
laszt a K1 kérdésre, mely azt firtatta, hogy ,,Hogyan értelmezik a viligban a mesterséges és az
emberi intelligenciat és miként fogalmazzdk meg ezeket?” A sziikebb értelemben vett valaszt
K1-re a fogalom rovid torténete, a hivatalos definiciok adtdk. A tdgabb értelemben vett valaszra
csak a tovabbi kutatasokhoz kapcsolddoan volt lehetdség kitérni, ennek fényében tisztdzni a
mesterséges ¢s az intelligens dgens fogalmait, etimologizalva értelmezni az intelligencia fogal-
mat, ismertetni az MI ,,szintjeit”, valamint bemutatni az emberi intelligencia fajtait. Végiil az
érzelmi intelligencia gépi utdnzasdnak bemutatasaval jobban kidomborodott, hogy a gép csupan
a jelenségek szintjén utanozza az embert, pl. nincsenek érzelmei csupan az azok kifejezését
képes lemasolni. A leirtak egyrészt megfeleld értelmezési alapot biztositanak a tobbi fejezethez,

masrészt sikeriilt [épéseket tenni nem csupan a C1 cél felé, de C2 irdnyaba is.

62 https://metasoul.one/ Megtekintve: 2024.01.28.
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Pl-gyel kapcsolatos kovetkeztetések

R1.1. Az intelligenciafajtdk sokféleségére érdemes tudatosan utalni az MI minden definicio-
jaban (1.3.2.), de jelentdsége miatt az érzelmi intelligenciat kiilon is ajanlatos megjele-

niteni benne (1.4.).

P2-vel kapcsolatos kovetkeztetések

R1.2. Nem csupén a gépi ,,okossag” alkalmazhat6 tamado, megfigyeld, védekezd vagy egyéb
modon, hanem az gépi ,,érzelmek” utanzésa is lehetdséget ad automatizalt informacids
(érzelembefolyéasold) miiveletekre vagy visszaélésekre (1.4.).

R1.3. A polgarok titkolt érzelmei egyeldre jogilag nem képezik személyes €s intim szférajuk
részEt, mint pl. titkolt betegségeik, tehat ezekrdl a jog megsértése nélkiil megszerezhe-

toek adatok az MI-t hasznalva, akar visszaélési céllal is. (1.4.)
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I1. A TANULAS GEPIESITESE
ES AZ MI-HEZ KAPCSOLODO TECHNOLOGIAK

Az Ml-vel kapcsolatos tévhitek mogott legtobbszor a technologia alapvetd nem értése vagy
félreértése fedezhetd fel. Ennek elkeriilése érdekében C1 célhoz, egy jobb MI-fogalomhoz, el-
engedhetetlen legalabb egy tomor valasz a K2 kérdésre®. Ezen beliil sziikséges megértetni a
mai MI-rendszerek kulcsat, az ,,MI belsejét” azaz a mélytanulast (I1.2.). Emellett sziikséges az
MI-hez kapcsolddo technoldgidk és elvek, vagyis az ,,MI kiilsejének” bemutatasa is (I1.1.). To-
vabba egy vegyes témaju alfejezetbe szedtem Ossze az MI-hez kapcsolodo, és a P2 témakor
vizsgalatai szempontjabol fontos teriileteket (I1.3.). (Az el6z6 és a kovetkezo fejezet logikdja-

hoz hasonldan az emberi tanulast is elemeztem, 4m ez a kutatas itt nem kaphatott helyet [56].)

II.1. MIKT: AZ MI-HEZ SZOROSAN KAPCSOLODO TECHNOLOGIAK

Lassan szinte minden technologia kapcsolatba hozhaté az MI-vel. Itt muszaj azokat bemu-
tatom, melyekre a jelenlegi szabalyzok és meghatarozasok is sokszor utalnak. Ezért par bekez-
dést allitottam Ossze azok szdmara, akik nem foglalkoznak ezekkel a kifejezésekkel napi szin-
ten. Ezek a technologidk jelen t¢émahoz is nagyon szorosan kapcsolddnak, ezért a terminoldgiai
Osszefoglalason tul igyekeztem jelen tanulmany sajatossdgaihoz igazitott sajat megfogalmaza-
sokat adni, ezért kitérek a technologiak MI-hez fiiz6d6 kapcsolatara, valamint f6bb biztonsagi
kockézataikat is vdzolnom. Az egyszeriiség jegyében nem lattam sziikségét minden szakiroda-
lom megadésanak, melyet az elmult évek soran tananyagként vagy publikdciokhoz olvastam,

hiszen egyébként kdzismert technoldgiakrol van szo.

II.1.1. Adatto avagy Big Data: strukturalatlan adatok feldolgozéasa

A Big Data-t az EU szakemberei mar a hivatalos definici6 els6 mondataban 6sszekapcsoljak
az MI-vel: ,,A Big Data olyan 6sszegytijtott adathalmazokra vonatkozik, amelyek olyan nagyok
¢s Osszetettek, hogy feldolgozasukhoz 11j technoldgidkra, példdul Ml-re van sziikség”.[57] Ez
azonban nem mutat ra a kifejezés 1ényegére, ahogyan egyébként a ,,nagy” (Big) jelzd sem a
nevében. Ugyanis a kihivas egyik fele csupan az adathalmaz nagysaga, hiszen a hagyomanyos
programozasban is 1éteztek technikak a millids vagy milliardos adatmennyiség feldolgozasara.
Ezért hasznalom én is szivesebben a terjedOben 1év0 ,,adattd” (DataLake) kifejezést, bar elter-

jedtsége miatt olykor a Big Data-t is. Mivel nemzetkdzi vagy nemzeti szervezetektl nem leltem

63 K2: A technoldgia és tanulas kérdéskore: Hogyan miikodnek a gépi tanulds megvaldsitasai és az ehhez kapcso-

16do egyéb technologidak, van-e ezek kozétt olyan tényezo, melyet az MI-fogalomban is figyelembe kellene venni?
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fel hivatalos definiciot, a félhivatalos meghatarozasok koziil egy orvosi szervezet megfogalma-
zasat valasztottam ki ismertetésiil, mivel igen talaléan fogalmaz [58]: ,,4z adatto egy adattarolo
hely, amely hatalmas mennyiségii nyers adatot tarol eredeti (nativ) formatumaban, igy ezek az
adatok lehetnek strukturaltak, strukturdlatlanok vagy félig strukturdltak. Ez ellentétben all az
adattarhazzal, amelyben az adatok egy kézos adatmodell szerint vannak strukturalva.” A teljes
leirast nem ismertetem, de fontos, hogy kiemeli még a megoldas rugalmassagat is, hangsu-
lyozva, hogy ,,a struktiura hianya ,,adatmocsdrhoz” vezethet, ha nem gondosan kezelik”. ha-
sonldan, az idézett Big Data definicioban is inkabb az ,,0sszetettség” €s a ,,halmaz” a kulcsszo,
vagyis az, hogy az adatok j6 része ,,strukturalatlanul” all benne rendelkezésre. Mit is jelent ez?

Egy leegyszertsitett példaval: futtassunk egy karaktersor-keresést fajlok tartalméban (nem
a fajlnévben), és par ezer f3jl atnézésének hosszl perceit vessiik 0ssze azzal, amikor egy tobb
tizezer cellas excelfajlban masodpercek alatt minden talalatot megkapunk. Vagy bele lehet gon-
dolni abba, amikor a képeinket vagy videoinkat nézegetve keresgetjiik, hogy melyiken van rajta
egy ritkan latott ismerds... Ezek alapjan megsejthetd a strukturalatlansag problémaéja: elsé
példa az elektronikus taroldsban, a masodik a huménerds keresésben mutatott ra erre.

Az adatbazisok mar az 6kortol az adatproblémak pontosabb gyorsabb megoldéasara hivatot-
tak, sokaig nem elektronikus megoldasokkal. Adatbazisnak elvileg az egymassal kapcsolatban
lévo adatok rendezett halmaza-t hivjuk, — de igazabol inkdbb elektronikus (relacids) adatbézi-
sokra szokds a szot hasznalni. Az egykor pergamenen vagy papiruszon tarolt, jol rendezett (te-
lefonkonyv-szerii) listak helyét idovel atvette a tablazat, ahol mar a kapcsolatokat is abrazoltak
azzal, hogy az Gsszetartozd adatok egy sorban vannak. A vilag novekvd adatigénye mar a sza-
mitastechnika korai idészakaban megteremtette annak lehetdségét, hogy ne csupan digitalisan
taroljuk a rendezett listakat és tablazatokat, mivel ezek nagyobb mennyiségli adat esetében mar
attekinthetetlen és redundans® moédszerré valnak. A redundancia elkeriilésére sajatos matema-
tikat és szamos algoritmust dolgoztak ki, ezek altal mar az 1970-es évektdl megvaldsultak a
relacios® elektronikus adatbazisok, melyek maig egyfajta megoldést jelentenek. Ezek szamos
kis adattabla iranyitott 6sszekapcsolasaval nagysagrendekkel hatékonyabbak a digitalizalt tab-
lazatoknal, és hatékonyan lekérdezhetSek (példaul SQLS® lekérdezd nyelven).

% Az ismétl8dd adatokat nevezziik redundasnak, példaul amikor egyik oszlopban az egyedet halmazokba soroljuk
(monitor, nyomtatd). A nagyszamu ismétlddés sok felesleges helyet foglal és lassitja a visszakeresést.

65 Relacionak az adatkapcsolatokat hivja ez a szaknyelv.

% Structured Query Language: egy adatabislekérdezések irasara kifejlesztett kodesalad.
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A gondot itt az igen jelentés humanerdforras jelentette. Mar egy digitalizalt tablazatalapt
(pl. excel) feldolgozashoz is szakértelem kell. De sokkal jelentdsebb szakértdi eréforrasok kel-
lenek az ilyen adatbazisok tervezdi €s lekérdezdi szintjén (mit kell tarolni, hogyan optimalis
felépiteni, hogyan kell hatékonyan megfogalmazni a lekérdezést stb.). Még az adatok alacsony
képesitésu feltoltdjének is értenie kell, hogy mit hova visz be az tirlapokon, vagy ha egy fajlt
helyez el az adatbazisban, azt milyen cimkékkel lassa el, a konnyebb megtalalas érdekében.

A manapsag termel6dé adatmennyiség ilyen strukturalt rogzitéséhez és feldolgozasahoz a
humaénerd kezd kevésnek bizonyulni. Az emberi felhasznalok is és eszkozeik is egyre tobb és
egyre tobb, nagyobb ¢és tobbféle fajlt allitanak eld a CAD tervektdl a rontgenképek specialis
formatumain 4t a hazi videdvago programok fajltipusaiig. Az IoT eszkdzok megsokszorozzak
ezt az adatmennyiséget, és csak bizonyos cimkéket lehet automatikusan létrehozni. Pl. egy tér-
figyel6 kamera esetén adott a szenzor helye vagy a felvétel idépontja — am ez ember vagy jarmi
keresése esetén kevés. Sot, sokszor az sem elég, ha csak strukturalt adatokat tarolunk, ahogyan
példaul egy router forgalmi napldjdban sem lehet bizonyos ujfajta anomalidkat hagyomanyos
programkdddal észlelni. Tehat a felgyiilemld adatmennyiség egyre valtozatosabb. Raadasul
elég régota keletkezik egyre tobb adat — igy hozza kell venni a problémakhoz a sebességténye-
z0t 1s: egyre nagyobb sebességgel termelddnek az adatok. Az eddigiek alapjan érthetd, hogy a
szakirodalom a valtozatossag, a sebesség és a mennyiség kulcsszavakkal, a hdrom V-vel kezdett
el rimutatni az adatto probléma lényegére, és a harom V-hez egyre t&bb ,,V” kapcsolodik.®’

Az ,,adatbanyaszat” kifejezés szorosan kapcsolodik az adattohoz: ez a hagyomanyos adatle-
kérdezés helyett nyit Uj dimenziot. Az adatbanyéaszat nagy mennyiségii adathalmaz olyan iré-
nyitott elemzési folyamata, mellyel 0j informdciok nyerhetéek ki a halmazbol, példaul trendek
¢és mintazatok észlelése altal. Vagyis itt nem csupan arrél van szd, hogy egy képfelismeré MI
segit megkeresni egy arcot egy videon, tehat megtalalni a nehezen megtalalhaté adatot. Ez a
kialakuléban levo 1) szakma a meglévo adatok kozott az eddig nem ismert kapcsolatokra (0sz-
szefliggésekre) segit ramutatni. Tehat a relacids adatbazis emberileg megadott, kdzismert relé-
ci6i mellé eddig ismeretlen relacidkat képes megtaldlni. Osszegezve: ebben az 0ij paradigméaban
az adattalalatokbol kapott informéciokat egészithetik ki a kapcsolattalalatok ) dimenzids in-
formacioi. Az ilyen mintazatfelismerést tamogat6 a MI-rendszerek altal valnak a szamitogépek

adatfeldolgozoé rendszerekbdl valddi informéciofeldolgozo rendszerekkeé, hiszen az adatokbol

7 A harom V az angol szavak kezd6betlli Variety, Volume, Velocity. A tovabbi V-k koziil néhany: Variability
(az adatok varialhatosagat jeloli), a Virtual (az adatok virtualis voltat jelzi), a Veracity (az adatok integritasat je-
161i) vagy a Value (az adatokban rejlé hasznossagot jel6li).[59]
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mar nem csupan az emberi €rtelmezés altal valik informacio, hanem a gép képes ramutatni az
Uj informaciodkra.

Ez a technoldgia tehat szamos ponton dsszeszovodik az MI-vel. Mér a tarolas technoldgiaja
az ugynevezett neuralis adatbazis irdnyaba halad (I1.3.1.), és a lekérdezésben is alapvetd sze-
repe van az MI-nek. A hasznalt technologiak kihivésain tul a visszaé¢lések lehetOsége az ada-
tokhalmazt jellemz6 ,,V betiik” kdvetkeztében is markansan jelen van.®® A technologiaktol
ugyanis fliggetlen, hogy a nagy mennyiségii informacio birtoklasa egyfajta hatalmi tényezdként
is értelmezhetd. Azaz az informécio napjainkra a pénzhez hasonl6 erévé, vagy akar ,,fegyverré”
is valhat, mely a politikai és gazdasagi frontokon vethetd be. Egy adattd technikai izemeltetdje
ilyen hatalommal is rendelkezik — akkor is, ha hivatalosan (jogilag) nem is 6 az adatok birto-
kosa. Nehéz elkertilni, hogy ezeket az adatokat a cégek, vagy allami szandékok tényleg ne hasz-

naljak fel, vagy bizonyitani ennek megtorténését.

II.1.2. Felhdtechnoldgia és technoldgiai virtualizacio

A meghatdrozas az amerikai Technolégiai Szabvanyok Nemzeti Intézete (NIST®?) szo-
vege [61] jo kiindulés, mert tomor, am meglehetdsen nehézkes. A dokumentum még 5 jellem-
z0t 1s meghataroz hozza, tovabba 3 szolgaltatasi és 4 telepitési modell segitségével pontositja a
definiciot.[61] Itt ezek nem alapvetdek, ezért eltekintettem részletes ismertetésiiktdl (a szakma
ugyis ismeri). Viszont kiemelendd az a latvanyos a fejlédés, amely miatt maris eggyel tobb
szolgaltatasi modellt (tehat mar 4-et) tartanak nyilvan.”® A lényeg megértetése kedvéért sok
forras alapjan dolgoztam at ezt a definiciot az alabbi megkozelitd meghatarozasokka. El6szor
nagyon egyszerusitve kozelitem a témat, aztan picit pontosabban (és a felvetett kifejezéseket

magyarazva). A digitélis felhd lényege tehat a kovetkezo:

1. Felhasznaloként: a halozaton keresztiil ugy érhetdek el a programok, a szolgéltatasok és a
sziikséges adatok, mintha csak a sajat géplinkoén dolgoznank.
2. Szolgaltatoként: egy vasuti szallitmanyozohoz vagyunk hasonloak. Csak mi nem vagono-

kat kapcsolunk 6ssze, hanem hardveres er6forrasokat, és nem a szerelvényt osztjuk szét a

8 K ét ilyen visszaélést is bemutat: [60].
% National Institute of Standards and Technology.

70 Ugyanis mér a Kiszolgalé nélkiili szamitdstechnikat (serverless computing) is ilyen modellként kezelik, ahol egy
applikacio kap szamara sziikséges mennyiségii eréforrast, amig kell neki (pl. egy ChatGPT-re épiild applikacio).
A teljesség kedvéért a harom régebbi szolgaltatasmodell: az infrastruktiura-mint-szolgaltatas (Infrastructure as a
Servie, laaS, amikor egy virtualis gépet kap a bérld) a szoftver-mint-szolgaltatas (Softver as a Service, SAAS,
amikor szoftvert futtathat a virtualis bérleményében), és a platform-mint-szolgaltatas (Platform as a Service,
PAAS, melyen a bérl6 telepithet és hasznalhat szolgaltatasokat, valamint adatbazist).
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bérlok kozott, hanem az 6sszeadddo szamitasi €s tarolasi kapacitasokbol adunk bérbe min-
den felhasznalonknak egy sajat latszatkornyezetet az 6 sziikségletei szerint.

3. Miszaki oldalrol: Elosztott er6forrasokon és egymastol elzart konténerekben jon 1étre vir-
tudlisan az, amit a bérld igényel. A konténer biztositja, hogy senki nem latja, mit csinalnak
a tobbiek, az elosztas altal pedig akar ,,sok vagonon atnyuld konténert” adhatunk. Raadasul
a bérbe adott konténer egy része (processzormag, memoria) felszabadul, amikor valaki
kilép, tehat az eréforrasokat masnak adhatjuk ki.

4. Bérloként: olcsobban jutok oriasi tarhelyhez vagy nagy szamitasi kapacitashoz (pl. nagy
mennyiségli adat elemzésére), mint ahogyan olcsébb 1000 tonna arut vasuton szallittatni,
mint egy sajat kamionnal, rdadasul iizemeltetd, karbantarto, és biztonsagi embereket sem
kell alkalmaznom (a példaban nem kell sof6r, szereld, mithely vagy biztonsagi or a szallit-
many kiséretéhez).

5. Biztonsagi oldalrol a két f6 kockézat, hogy ez a technologia nem értelmezhetd halozat
nélkiil, valamint, hogy til nagy bizalom sziikséges a felhdt szolgaltatd vallalat felé (ezért

pl. titkos anyagot senki, cégek sem tarolnak bérelt felhdben).

Alébb nem a fenti pontokat részletezem tematikusan, hanem csak a felmertilt és a kapcsolodo

fogalmakrol irom le a legfontosabbakat.

o A virtudlis kifejezés roviden latszatot, latszatvalosagot jelent. A virtualizacios techno-
logia esetén mindig egy szamitdgépes szoftver (hypervisor) hoz 1étre valamilyen lat-
szatvalosagot. Ez vagy latszathardver, vagy pedig egy olyan szoftverszolgéltatas, mely
nincs telepitve a felhasznalonal, mégis (halozaton keresztiil) igénybe veheti. Nem csak
felhon johet 1étre, €s mar a harmadik generacios gépekben (az 1970-es években) meg-

jelent’!

bizonyos fajta virtualizacid. PI. a ,,virtudlis memoria” esetén az operacios rend-
szer ,,csapja be” a programokat, amik ugy latjak, mintha bdven lenne belsé memoria —
pedig valojaban a lassu hattértar egy részét hasznalja Gigy az operacios rendszer, mintha
az is gyors bels6 memoria lenne. A mai virtualizacio inkdbb a felhasznalot ,,csapja be”,
0 latja ugy, hogy miikodo hardvereket kezel, €s telepités nélkiil elér pl. egy szovegszer-
keszt6t, pedig mindezeket akar egyetlen (akar nem is tal draga) gép emulélja szdmara.

e Az emuldcio magyarul utdnzés, jelen esetben valamely hardver vagy szoftver funkcio-

jénak vagy miiveletének, vagy akar teljes egészének utanzasa (reprodukalasa). Példaul

elavult processzorutasitdsokat vagy szoftvereket régota emulalnak modernebb gépek-

71 Példaul az IBM VM/370 rendszere mar hasznalt ilyet.[62, pp. 19]
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ben a kompatibilitas miatt (hogy régi funkciok még elérhetéek legyenek). A virtualiza-
ci6 és emulacio kozott nincs éles hatar, hiszen a ldtszat-ot az utdnzds-ok hozzak 1étre.”?
A szimuldcio és emuldcio szavakat ujsagcikkek néha 6sszekeverik. A 1ényegi kiilonbség
kozottiik, hogy a szimuldcio a valosadgot akarja utdnozni, am annak komplexitasat min-
den részletében képtelen imitalni (ezért azt mindig egyszerusiti). Az emulacio azonban
képes egy masik gép minden részét leutdnozni, néha ezt meg is teszi — vagy csak azért
nem teszi, mert erre €pp nincs sziikség.

,Elosztott eroforrdas” a neve a felh6hoz sziikséges masik 6 modszernek. Ugyanis a fenti
vonatos hasonlattol eltérden a szaknyelvben nem a gépeket kapcsoljuk dssze, hanem a
feladatokat osztjuk szét sok gép kozott, igy a feladatok feldolgozasa egyszerre tobb sza-
mitogépen, parhuzamosan torténik. Az er6forras-gazdalkodashoz tartozik a fent emlitett
konténer-technika, mely altal ebbdl az egyesitett 6ridsgyurmabol az igényekhez ponto-
san hozzaformazott darabokat adhatunk ki. Azért is olcsobb, mivel csak addig foglalja
le az er6forrast felhasznalo, mig igénybe veszi (a felhdtarhely ez alol kivétel), utdna ujra
belegyurjuk a nagy gyurmatdmbbe.

A ,virtudlis valosdag” fogalma emlitendé még itt, mely alatt egy olyan jol szimulalt és
teljes latszatvilagot értlink, amely érzékszerveink szamara az igazi vilag érzetét kelti. A
haromdimenzioés videojatékoknal meriilt fel ez a kifejezés, ahol a jaték mesevilaga nem
csupan a képzeletre van bizva, hanem lathatd, mégis interaktiv — megtehetjlik benne,
amit a valésagban nem.”> Méra az ilyen teret még kdzelebb hoztak a valds vilaghoz,
példaul amikor mozgasunkat érzékelve, azzal 6sszehangolva mozgatja a rendszer a sze-
miinkbe vetitett hdAromdimenzids digitalis vilagot, a testérzékelésiink ¢és latasunk becsa-

pott harmoniéja agyunkban akkor is valosagérzetet kelt, ha rajzok kozott mozgunk.

Ezek a modszerek technikailag megvalosithatdak gyengébb hardvereken, és kisebb (belsd)

halozaton is, igy a felhd is. Am szempontunkbol inkabb a szupergépekkel megvaldsulo, inter-

neten elérhetd felhdszolgaltatok a lényegesek. A technikai oldal pontositasdhoz sok mindenre

ki lehetne térni, itt azonban csak azt emelem ki, hogy a meghatarozasok altaldban szolgaltatas-

ként tekintenek a felhdre, ami a szoftveres szint, pedig a fogalomba hasznos lenne beleérteni az

ezt megvaldsitani képes hardvertechnologidkat is. A hatékony miikddéshez sziikséges a gépek

Oriasi szamitasi teljesitménye, a robusztus tarolasi kapacitasa, és az oriasi sebességii adatatvitel

2 Ha akarunk kiilonbséget, akkor a virtualis szot inkabb komplex, bonyolultabb, j61 paraméterezhetd emulacio-
halmazra értik.

3 Ez a tulajdonsag fiiggbséget és a valos vilagtol vald menekiilést is okozhat, de gydgyterapidk sordn is sikeresen
alkalmazhat6 (1d. affektiv szamitastechnika 1.4.).
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—mind a bels6 alkatrészek kozott, mind pedig a haldézaton. Ezek bizonyos szintje folott kezdett
csak elterjedni a technoldgia, ma pedig a sokmagos erds processzorok, nagy €s gyors memo-
riamodulok, az SSD7* tarak Gijabb generacioi, az 5G vezetéknélkiili atvitel, és minden egyéb
korszerti hardver alapvetd szerepet jatszik népszertiségében.

Végiil fokuszaljunk a felhok és az M1 kapcsolatara. Itt ki kell emelni, hogy ,,az MI a felhében
erzi jol magat”, pontosabban mondva sokkal hatékonyabb, ha felhdben fut. Viszont sok esetben
nem johet szoba, hogy halozati kapcsolat nélkiil, offline mdédban ne lehessen haszndlni egy
robotot, dront, vagy fontos szadmitogépes funkciot. Ennek a problémanak a feloldasara gyakran
az a megoldas, hogy az ilyen rendszerek alapfunkcidi miikddnek a felhdvel valo kapcsolat nél-
kiil is. Vannak tehat teljesen offline modon is miik6dé kis MI-megoldasok (pl. a mobiltelefonok
arcfelismerése), csak felhdben elérhetd szolgaltatdsok (pl. a mobiltelefon a beszédet leirja), de
vannak ,,fél-offline MI-rendszerek” is. Ez utobbiak tanitasi fazisat ugy teszik hatékonyabba,
hogy ezalatt a tanulast végzo gépegyeden tul felhdben futé MI is megtudja azt, amit az egyed.
fgy un. parhuzamos tanitassal egyszerre tokéletesithetd minden funkcio, tehat sokkal gyorsab-
ban fejlédik a rendszer. Mas szdval a felhére kapcesolt gépek ,,kozdsen tanulnak™; amit az egyik
gép megtanul, azt feltolti a felhdbe, ahonnan minden let6ltédik a résztvevo gépekbe, és igy a
tobbieknek nem kell mindenre maguknak ,,r4jonniiik” a jobb miikdéshez.[63] Erre példa a
Tesla onvezetés 2.0 verzidja, ahol sok autd, hosszu id6 alatt, sok utat bejarva tanitotta meg a
technologiat, hogy képes legyen a szenzoradatok, a térképi informaciok és a statisztikak erde-
jében kiigazodni, és elég keveset hibazni. A keresztezddések, tablak, lampak felismerési nehéz-
ségeit a tobbiek altal megtanultak alapjan tudja minden aut6 lekiizdeni.[64] Ez a modszer a

gyors fejléddés egyik oka (bar egy ideig még nem szabad teljesen dnvezetésre hagyatkozni).

I1.1.3. IoT (Internet of Things) szenzorok €s robotok

A ,,dolgok internete” gylijtéfogalom lényege, hogy az ebbe tartozé ,,dolgok” (eszkozok,
szoftverek) emberi beavatkozas nélkiil a halozati adatforgalom aktiv befogaddi vagy eléallitoi.
Véleményem szerint pontosabb lenne a Network of Things (dolgok haldzata) kifejezés,” mivel
egyre kevésbé szokas ilyen elektronikai ,,dolgokat” a nyilt interneten miikodtetni, hiszen biz-

tonsagosabb egy intranet. Az IoT 4ltalam is hasznalt hivatalos meghatarozasa’® egyébként az

74 Solid State Drive — a pendrive-oknal is hasznalt tartés memoriatechnologia

5 Talan a rovidités miatt nem ez rogziilt, hiszen a NoT angolban nem hangzik jol egy technologiara.

6 Egymdssal 6sszekapcsolt eszkozok és szolgaltatdsok adatokat gytijtenek, cserélnek és dolgoznak fel annak
érdekében, hogy dinamikusan alkalmazkodjanak a kérnyezethez. Az IoT szorosan kotodik a kiberfizikai rendsze-
rekhez, és e tekintetben az intelligens infrastrukturak elésegitoje a szolgaltatdsi mindségiik javitasaval.”[65]
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internetet nem erdlteti a definicioba, viszont az MI-re tobbféleképpen utal, ,,okos infrastruktu-
ranak” is nevezi.

Kézenfekvo az ilyen dolgok felosztdsa a szerint, hogy adnak vagy kapnak adatokat a halozat
tobbi részeétol. Az input [oT eszkdzok informaciot (inputokat) adnak vagy egy kdzponti rend-
szernek vagy egymasnak. Példaul egy idéjarasszenzor amellett, hogy adatokat kiild egy eldre-
jelzo rendszer szdmara, kozvetleniil is aktivalhatja a kdzelében 1évo optikai eszkdz paratlanito
fiitését is. Az output eszkdzok a haldzaton kapott parancs alapjan végeznek el valamit. A csak
input képességgel ellatott eszkozok elterjedtek (szenzorok), mig a kizarolag output eszkdzok
ritkdbbak, egy ilyen funkcié mellé minimum allapot- €s hibajelz0 szenzorokat is be szoktak
épiteni. Példaul egy okos kozlekedési lampa a forgalmat érzékelve, a kdzponti rendszer altal
végzett optimalizacidval képes hatékonyan szabalyozni az adott keresztezddést; ha pedig koze-
led6 mentdautot érzékel, kozvetleniil kapcsolja szadmara a [ampakat a biztonsagosra.

Igazabol nem kifejezetten egy diszruptiv technoldgiarol van sz6, hanem a mar régen 1étezo
eszk0zok [66] automatizalt halozatba kotésének koncepcidja futott fel, a tobbi itt targyalt disz-
ruptiv technologia farvizén. Az ilyen eszk6zok adatainak feldolgozasara a felhdszerverek ide-
alisak, sok adatuk nem strukturalt (pl. videokép) vagy ,,csupan” nagy mennyiségu, igy az adatto
(Big Data) részévé valik. Tovabba csak MI-képességek segitségével lehet hatékonyan feldol-
gozni, és abbdl a sziikséges informaciot kinyerni (pl. egy korozott személy mozgasat a térfi-
gyeld képek alapjan). Az IoT szoros kapcsolata az MI-vel ennél azonban tobbrétii €s nem fel-
hohoz kotott. Hasznalhatdo még a fentebb bemutatott médon robotok tanitdsara, masfeldl egy-
szeriibb, offline MI-képességek (pl. képfelismerés, okos-korrekciok) biztonsagosabban ¢és ha-
tékonyabban vezérelhetnek robotikus eszkozt, mint egy hagyoményos kod. Katonai felhaszna-
lasainak egy része kézenfekvd, a logisztikai timogatastol a harctéri korai jelzé szenzorokig,
erre kiilon kifejezések alakultak ki (IoMT, IoBT)”’, de rendészeti és katasztrofavédelmi fel-

hasznalasa is terjed.

I1.1.4.  Az1j technologidkon 1) 6koszisztéma: az Ipar 4.0

Szot kell még ejteni a kapcsolodo technoldgidkon tul arrdl az 0j gazdaséagi 6koszisztémarol,
melyhez az imént bemutatott harom technologia és az M1 hasznalata egytitt szolgéaltattak alapot.
Az EU szakértdk altal megfogalmazott rovid meghatarozas inkdbb az IoT-t emeli ki: ,,4z ipar
4.0 a termelesi folyamatok olyan szervezéset irja le, melynek keretében az eszkozék onalloan

kommunikalnak egymassal az értéklanc mentén.”[67] A termelési folyamatok optimalizalasa

77 1oMT: Internet of Military Things, IoBT: Internet of Battlefield Things.
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koréabban is fontos tényez0d volt. Azonban gazdasagi fejlddés soran szamos olyan érdekcsoport
alakult ki, mely rahatéssal birt az ellatasi lancok egyre nagyobb részeire, sokszor teljes egészére.
fgy a részfolyamatok hatékonysaganak novelésén tul igény lett a nyersanyag eldallitdsatol a
vevokig tartd hosszu ellatasi lanc egészét egyben attekinté optimalizélasra. Ez az igény moti-
valta a technologidk fejlesztéseit is, hiszen multinacionalis gazdasagi komplexumok tudjak az
MI ¢és az adatto altal nytjtott elénydket igazan meglovagolni.

Ennél az altalanosabb meghatarozasnal a kifejezést gyakran szlikebb értelemben hasznaljék,
¢s csak a gyartasi aspektust értik alatta. Ez a szlikebb értelemben hasznalt Ipar 4.0 ,,...a jovO
egy olyan ,,0kos” gyarat hozva létre ezzel, amelyben a szamitogép-vezérelt rendszerek nyomon
kovetik a fizikai folyamatokat, 1étrehozzak a fizikai valdsag virtudlis mésat és decentralizalt
dontéseket hoznak onszervezd mechanizmusok alapjan.”[67] Ennek a sziikebb megkozelités-
nek az eldnye, hogy jobban vizsgalhatobba tesz szamos kihivast és biztonsagi problémat, ame-
lyek az Ipar 4.0 terjedéséhez kapcsolodnak.[68] Most egy példa is elegendd szemléltetésére: az
egyik legnagyobb problémat a régebbi technologidk bekapcsolasa jelenti az Ipar 4-es halo-
zatba.”® Szamos kérdést elhagyva 1épek most tovabb, errdl itt elegendd ez az emlitésszintli par

Sor.

II.1.5. Az MIKT fogalom bevezetése

Az MI szoros kapcsolata az imént ismertetett rendszerekkel, véleményem szerint indokoltta
tesz egy Uj kifejezést, ezért erre a technologia halmazra sajat kifejezést alkottam. Ez lett a Mes-
terséges Intelligencia és Hozza Kapcsolodod Technologiak kore, azaz MIKT. Angol nyelvi al-
kalmazasara az AIRT roviditést javaslom, mely az Artifitial Intelligence and Related Techno-
logies kifejezést takarja. Tomor meghatarozasa a kovetkezo:

Az MIKT az MI kéz6s halmaza azokkal a technologiakkal, melyek az MI fejlodésé-

nek robbanasat segitették, és azota is az MI-vel kélcsonhatasban fejlodnek. Ennek a

technologiahalmaznak a legfontosabb elemei az Adatto (mas néven Big Data), az loT,

valamint a felhStechnolégia tagabb (a hardverfejlettséget is a felhéhoz sorolé™) ér-

telmezeése.

8 Példaul egy még jol miikddo gyartosort til draga csak azért lecserélni, mert Windows XP gépen fut a vezérlése.
Am valésziniileg ujraprogramoztatni sem éri meg — viszont a nem tamogatott alaprendszer az egész halozatot
veszélyeztetheti.

7 A tagabb értelmezés nem szolgaltatasként tekint a felh6re, hanem abba beleérti a hozza kapcsolodo hardver és
szoftver technologiakat is, melyek a megfelelé miikodés érdekében koruk csticsat képezik (ultragyors alaplapok,
legujabb processzorok, orids savszélességii kapcsolatok, gyors és dridsi tarolok stb). 1d. 11.1.2.
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Pontositasként ismertetem a fogalom Osszevetését hasonlo kifejezésekkel, és rogzitem, mit

nem értek bele.

Az MIKT-hez hasonlé fogalom példdul az EU Al-Act-ban az ,,MI-rendszerek” kifeje-
z¢s, valamint az, hogy ott technologiacsaladként utalnak az Ml-re. A széveg alapjan egy
okosflités vagy egy mobiltelefon-késziilék tehat egy kalap ald keriil egy okosvarossal,
hiszen mindegyik MI-rendszernek tekinthetd.

Felvethetd, hogy az Ipar 4.0 modell is hasonlot takar, am jobban megvizsgalva ez a
modell egy joval tagabb, és nem is technologiai kategoria. Az Ipar 4.0 raépiil ugyan az
MIKT adta optimalizacios lehetdségekre, viszont kifejezetten gazdasag-centrikus meg-
kozelités, melynek 1ényege, hogy profitorientaltan koncentraljon a hatékonysagra. Ez
azonban nem érvényes az MIKT allami vagy védelmi alkalmazésaira, ahol sokszor nem
elsddleges szempont a hatékonysag: ezeknél indokolhatjak a ,,rafizetéses” hasznalatot
olyan tényezOk, mint az emberkdzpontiisdg vagy a nemzeti érdekvédelem ¢€s hasonlok.
Tovabba az Ipar 4.0 a hatékonysag érdekében az MIKT mellett szamos egyéb techno-
l6giat is felhasznal, a blokklanc (blockchain) médszertél a 3D nyomtatdsmodokig, me-
lyek az MI-vel nem allnak olyan szoros kapcsolatban, mint a fentebb emlitett technolo-
giak.

A fogalomba nem értem bele azokat a technologiakat, melyekre nem kifejezetten ta-
maszkodik az MIKT. Példaul kérdésként meriilhet fel, hogy a robotika beletartozik-e?
Erre azt lehet mondani, hogy annyiban része egy robot, amennyiben kapcsolddik hozza.
Tehat ha egy robot (vagy mas kisebb rendszer) egy MIKT szamadra tanulasi adatokat ad,
illetve a kapott adatok alapjan miikodik, akkor része (pl. egy dnvezeté okosautd). Am
egy régi offline robot — pl egy régebbi kézivezérlésii aknamentesitd robot — nem része
(bar némi atalakitassal részévé teheto).

Nem tartoznak az MIKT-ba a tudomany olyan iranyai sem, melyek NEM elengedhetetlen
részei egyetlen jelenleg miikodé MIKT rendszernek sem, és nem is lehet arra szamitani,
hogy néhany éven beliil azok lesznek. Ebbe az MIKT-n kiviili kdrbe sorolom pl. az
ember-gép integracié vagy a kvantum-MI elképzelések egyelére kezdetleges (még

messze nem piacképes) fejlesztéseit.

A fogalom mas irdnyt tovabbgondolasat az okosdolgokkal kapcsolatban folytatom (V.1.3.).

Remélhetdleg az itt javasolt fogalmi pontositasok segitenek jobban megérteni a minket korbe-

vevo technikai vilagot. Az bizonyos, hogy jelen tanulmany szamara segitenek az MI-fogalom
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pontositasaban, tudva, hogy ilyen fogalmak tovabbi pontositasi sziikségessége csupan id6 kér-
dése. Az sem kizart, hogy olyan iranyba kell bdviteni (pl. energiatermelés vagy -tarolds), ame-
lyet most még nem érdemes beleérteni. De a hatékonyabb kommunikacié érdekében is hasznos
lenne nem 8-10 év késéssel alkotni fogalmakat, hanem miel6bb: mar akkor, amikor a fejlodés

soran egy fogalmi zavar lehetdsége felmertiil.

I1.2. GEPI TANULASI MODELLEK

Az alfejezet célja, hogy a neuronhalds gépi tanulés fontosabb megvalositasi modjairdl képet
adjon, hiszen ez a technoldgia all a mai értelemben vett MI-rendszerek mogott. Ezt megkisér-
lem réviden, de a matematika irant kevésbé érdekl6dok szamara is érthetd formaban megtenni.
Eloljaroban meg kell jegyezni, hogy tdgabb értelemben a hagyomanyos szamitastechnika is
tanul, hiszen képes eltarolni, majd visszaadni adatainkat, s6t akar szokasainkat is. Az ilyen gépi

Htanulas” és a mélytanulas kozotti kiilonbségre ezen alfejezet végén térek ki (és V.1.4.-ben is).

I1.2.1. Az ML-modellek k6z6s jellemz6i

A modell alabbi bemutatasa nem a miiszaki ismeretekben jartas olvasok szamara késziilt,
csupan az MI miikddését jellemzd tényezok okanak ismertetése a célja. A gépi tanulds alapjat
az un. ,mesterséges neurdlis halozat” (artificial neural network, ANN) jelenti, ami nevét az
emberi agyban miikddo idegsejtek halozata alapjan kapta, hiszen ezt probaltak mesterségesen
utdnozni. Az MI egyik szimboluma a mély neuralis haldézat (Deap Neural Network, DNN),

sémajat a 2. sz. 4bran®® mutatja, ami kinézetre akar egy op-art miivészi alkotas is lehetne.

80 A szerkesztett abrahoz a kiindulas: [69].
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A 2. abran is lathato, hogy a neuronok tobb rétegbe vannak szervezve, ezek szdma adja a
rendszer mélységét, ebbdl szarmazik a mélytanulds (Deap Learning, DL) kifejezés. A bemene-
tek csak az elsO rétegnek adnak at informaciot, majd ez az elsd réteg csak a masodiknak, és igy
tovabb, mig a kimenet csak az utolso (n-dik) rétegtdl kap informaciot. A rétegen beliil nincs
kapcsolat, azonban egy neuron a kdvetkezo réteg 6sszes neuronjanak atadja az informaciojat.
Valojaban nem kell tobb belsd réteg, s6t, idérendben eldszor az egyetlen belso réteggel rendel-

kez6 véltozat volt miikodéképes Perceptron®! néven, az 1950-es években.
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3. dbra: Egy neuronhoz tartozo sulyozasok és torzitas figyelembevétele (sajat készités)

Nemcsak a rétegek és neuronok szama, de neuronok kapcsolata is eltérd lehet; a kovetkezo

részben a fenti modellnek tobb ilyen variansat bemutatom. De k6z6s minden DL-modellben,

81 Ez hasznalhat6 volt pl. osztalyozasi problémak megoldasara.[70]
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hogy az azt alkot6 neuronok kimenete idében valtozik a tanulds soran. Ezt a valtozast a neuro-
nokat ért bemeneti adatok valtozasai idézik eld, ezért is hivjadk adatvezéreltnek ezt a tanulést.
Ahhoz, hogy tanulas végére hasonlo adathoz ugyanaz a kimenet tartozzon (pl. felismeri, hogy
a képen alma van), a modellen beliili adatatvitelekhez kiilonb6zo sulyértékeket rendelnek, és

ezeket valtoztatjak a tanulas soran.

A rendszer alapegységeit képezd neuronok valdjaban kicsi szamitasi egységek, melyek két
miuveletet végeznek el. Minden bemenethez kiilon sulyérték tartozik (1d. 3. abra — ezeket majd
tanitasi 1épések soran szamolja ki a gép). ElsO 1épésben a neuron megszorozza ezekkel a su-
lyokkal a bemeneti adatokat, majd ezeket a sulyozott bemeneti adatokat dsszeadja. Ehhez a
sulyozott 6sszeghez még hozzaad egy sajat Gin. bias (eltolasi)®? értéket, mely magat a neuront
jellemzi. A masodik 1épésben egy un. aktivalo fliggvénnyel kezelhetobb alakba hozza az igy
kapott szamosszeget. Erre régebben a signoid®® fiiggvény volt a leggyakoribb (mely a 0 és 1
kozotti tartomanyba korlatozta a neuron kimenetét), vagy a tanh fliggvényt hasznaltak, (ez -1
¢és 1 kozé teszi a kimenetet, igy szimmetrikusabb értéket kapunk). Ma azonban mar a joval
egyszeriibb ReLU® az elterjedtebb aktivacios fiiggvény az eldnyei® miatt. Az aktivacios fiigg-
vény altal all tehat el6 egy neuron kimenete, ez lesz a kdvetkezd réteg minden neuronjanak
elkiildve. Tehat a halozat csupan szdmok és szdmitasok rendszere.

Tanitaskor meghatarozzuk egy-egy bemeneti adategyiitteshez (mintdhoz) az elvart kimeneti
értékeket, és mérjiik, hogy ehhez képest milyen szamokat produkal a modell. A tanitasi folya-
matban az elvart értékek és a kapott értékek kozotti eltérés minimalizalasara toreksziink. Vagyis
a mintaadatok az allandok, ¢és azt szamolja ki a gép, hogy a fliggvény valtozodinak (a sulyok és
a biasok) milyen érteket kell felvenniiik ahhoz, hogy a lehetd legkisebb legyen az eltérés az
elvart ¢és a kapott kimenetek kozott. Matematikailag ez egy fiiggvény (un. koltségfliggvény)
minimumanak megkeresését jelenti. Ehhez a probalgatdos mddszerhez egyszerii miiveleteket
kell elvégezni, de mar kis modellek esetében is Oridsi mennyiségben. Ez okozza azt a nagy

szamitasigényt, amely sokdig az ilyen rendszerek fejlédésének gatja volt. A fent ismertetett

82 Erre azért van sziikség, hogy ugymond el tudjuk tolni a kapott fiiggvényt a koordinata-rendszerben, ha sziiksé-
ges. Ugyanakkor ezzel a ,,bias” szoval utalnak sokszor az MI elditéletességére (torzitasara, 1d. IV.2.).

8 Az ismertetett fiiggvények képletét és koordinata-rendszerben vald abrdzolasukat egy bévebb véltozat tartal-
mazza; ugy itéltem meg, hogy ezek ismerete a tovabbiakhoz nem sziikséges, csak sokféleségiik ismerete.

8 Rectified Linear Unit, melynél a bemenet értéke véltozatlan, ha a kimenet pozitiv, viszont 0, ha negativ lenne.
85 A ReLU indoka matematikai, ezért nem részletezem. (Elénye, hogy nem okoz telitettségi problémakat, mint az
elézbek, és a gradiens problémak feloldasaban is hasznos; hatranya, hogy az értéke tetsz6legesen nagy lehet, tehat

ezt a problémat kiilon kezelni sziikséges. Erre a korabbi fliggvények mellett nem volt sziikség.)
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koltségfiiggvény-minimalizalas azonban egy matrixmiivelet, melyben a részszamitasok jo része
fliggetlen egymastol, tehat elvégezhetd parhuzamosan. Ezért hozott az MI-ben attérést a parhu-
zamosan végrehajthatd egyszerli szamitashoz tervezett processzorok (GPU®) megjelenése és
terjedése — bar ezeket akkor még nem ehhez, hanem a szamitogépes jatékokhoz és a CGI®’
készitéséhez fejlesztették (mara mar az MlI-hez is fejlesztenek, 1d. 11.3.1.).

88 ad a modell-

Az, hogy a rendszer csak szamadatokat tartalmaz, egy ,,feketedoboz-jelleget
nek. Ez azt jelenti, hogy a bels6 rétegek tartalmat hidba is kérdeznénk le, sem a neuronok konk-
rét tartalma, sem a stlyok értéke nem ad értelmezhetd informaciot tigy, mint pl. egy adatbazis-
cella. A rendszer csak egészében hasznalhatd, részei értelmezhetetlenek. Hasonlit ez ahhoz,
amikor jegyzettomb (notepad.exe) programmal néziink bele egy futtathatd (.exe) fajlba: ebbdl
nem tudunk kovetkeztetni semmire, pedig lefut a program. Ezért nem kérdezziik le a neuronok

értékét: szamunkra a belso rétegek ,rejtettek”, igy nevezi ezt a jelenséget a szakirodalom.

I1.2.2. Mas cél, mas ML

Tulzottan nem érdemes belebonyolddni, de néhany eltéré  kimenet ® @

modell vazolasa elkertiilhetetlen. Pillantsunk vissza a 2. abran

bemutatott mély neuronhalé (ANN/DNN) modellre, mely egy- N

szerlisitve lathato a 4. abran®® annak érdekében, hogy a kovet- réteg

kez6 két modell kdnnyebben 6sszevethetd legyen. Lathato is bemenet

rajta, hogy ezen alapkonstrukci6 szerint modellekben az infor- 4. dbra: Az ANN-modell (sajdt
méci6 csak elére halad (elérecsatolisos modellek). Az ilyen diszerkeszics)

modellek tudasa a bejovo informacié folyamatos modosuldsa miatt dllandoan valtozik. Ez a
valtozandosag gyakran hatranyos, mert a modell tudasa az ijabb adatok altal konnyen romolhat,

hiszen elfelejti, amit mar tudott.

8 Graphics Processing Unit (grafikai szamitoegység). Mig a CPU-ban nagy szamitasi képességii magokbol keve-
sebb van, a GPU-ban 6ridsi szamu egyszeri processzormag parhuzamos mitkodtetésén van a hangsuly.
87 Computer-Generated Imagery (szamitogéppel generalt képalkotas), de a 3D video animacio is ide tartozik.

88 Léteznek kutatasok a feketedoboz-jelleg nélkiili modellekre és tanitasi formékra is, mivel ez a jellemzd néha
nem fogadhato el. PL. [71].
8 A 4., 5. és 6. abrakat a kovetkezd forras alapjan alakitottam at és magyaritottam: [72, pp. 10].
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A visszacsatolasos” neuronhdld (RNN,

® @
— T T Recurrent Neural Network) ezen javit. Itt
imeno réteg ) @

Rétegek kozotti

visszacsatolds ugyanis egy réteg kimenete nem csupan
elsé rejtett és/vagy ,elore”, a kovetkezo réteg felé kiild informa-
ren sejtvisszacsatolds ., . , v .-
reteg ciot, hanem visszafelé, az el6z6 réteg felé is,
bemenet

amint ezt az 5. 4bra lila nyila is mutatja. S6t,
5. abra: Az RNN-modell (sajat atszerkeszieés) egyes megvaldsitdsaiban a neuronok kimenete
sajat magara is visszahat. Az ilyen visszacsa-
tolasok altal az adatok belsé Osszefliggései jobban megmaradnak a tanitds soran, igy egyfajta
sajat memoriaképességet adhatunk a rendszernek. Ilyen elven mitkddik pl. a hossza vektort
rovid tavi memoriarendszer, ami az emberi rovidtavii memoridhoz hasonld dolgot hivatott
megvalodsitani. Hivatalos neve valdjaban inkabb szojaték: ,,hossza révid tdvi memoria (halo-
zat)” (Long Short Term Memory (Network), LSTM). Itt a ,,long” a tarolt adat mennyiségére (az
adatvektor hosszara), a ,,short” a taroldsi id6tartamra utal; pontosabb lenne azonban angolul a
Long-vector Short-Term Memory (LVSTM) kifejezés.
Az LSTM tovabbfejlesztései képesek irdnyitott moédon megodrizni, illetve elfelejteni az in-
formaciokat, ehhez memoriacelldkat és/vagy kapukat hasznalnak. Igy ezek még hosszabb szek-
vencidk értelmezésére valnak alkalmassé. Az ilyen és a ,.kapuzott ismétlodo egységek™ (Gated

Recurrent Units, GRU)?!, illetve az LSTM-megoldasok fSleg a természetes nyelvi feldolgozas-

nak segitettek sokat. De tudasuk szamos egy¢éb teriileten hasznosithato, a mozdulat-felismerés-
tél kezdve az orvosi diagnozis eldrejelzéseken at az adott stilusban valo zeneszerzésig.

Eltér6 kihivasok fel¢ azonban eltérd technikakkal érdemes fordulni, épp igy, ahogyan ben-
niink, a mi emberi megismerésiinkben sem egyforméan miikddik a kiilonb6z6 érzékszerveinktdl
kapott informaciok feldolgozasa. Az el6bb emlitett iranyok helyett a képfeldolgozast a mélyta-
nulas teljesen mas fajta fejlesztésével célszerti megkdozeliteni. Itt ugyanis nem szekvencialisan
kapott informaciot kell feldolgozni, mint a szoveg esetében, hanem egy matrix-jellegli bemenet
kiértékelésére kell hatékony megoldast taldlni. A szamitastechnikdban koztudott, hogy ilyen
feladat megvalodsitasakor érdemes minél tobb dolgot parhuzamositani. Az erre tervezett rend-
szerek ezért mar az inputrétegben is parhuzamos sikokon tanulnak, a belsé rétegekben pedig az
ANN sejtjei helyén is parhuzamosan miikddo sikokban dolgozzak fel a képet (vagy mas matri-
xot). A 6. abra modellje egymas mogotti téglalapokkal dbrazolja a parhuzamos feldolgozas sik-

jait, ami tehat legfobb kiilonbség az alap ANN-modellhez képest. A parhuzamossag azonban

%0 Néhol ,,ismétléses neuronhald”, mely véleményem szerint nem egy talald kifejezés.
91 Az ilyen rendszerekrdl alaposabb képet ad: [73].
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kevés a modszer megértéséhez, bele kell pillantanunk a miikodésbe. Ha ez itt nem sikertilt,
kozérthetd nyelvezetii forrasokat is adok meg.

A képet egy konvolucid nevii atalakitissal

ki <
. e ahrnden & not s imenet i
tessziik a gép szamara értelmezhetévé, ezért ne- —

az n-dik

konvolucids réteg sikjai ﬁ] ﬁ "

vezik ezt a modellt konvolucids neuronhalonak

(Convolution Neural Network, CNN). A konvo-

.., o o ) az elsé konvoltciés @ ﬁ] - -
ltcio matematikai miivelete két fliggvény alap- réteg sikjai
NN/

jan egy harmadik fiiggvényt allit el6. Ez az ered-

ményfiiggvény azt fejezi ki, hogy hogyan modo- képi bemenet -
6. abra: a CNN-modell egyszersiisitése (sa-

sitja az egyik fliggvény alakjat a masik figg- 7 ’
jat atszerkesztés)

vény. Esetiinkben a képmatrix képrészleteinek
sorozatat egy un. szlir6fliggvénnyel veti 6ssze a konvolucio. A 7. dbran [74] lathatd a képrész-
letet mutat6 ,,ablak”, melyet kis 1épésekkel, akar pixelenként arrébb tolva, végigmozgatnak a
kép minden részén.”? Amikor az ablak picit arrébb mozdul, akkor — bar 1ij sor(ok) vagy osz-
lop(ok) keriil(nek) ala, — a letakart képpontok nagy része ugyanaz marad, mint az el6z6 1épés-
ben. Ezeken a képpontokon tehat tobbszor lefut a konvolacid, mig az ablak folottiik van. Ez
altal meg tudnak jelenni a 1étrejovo eredménymatrix sulyozasaiban a képpontok 0sszefiiggései,
hiszen a konvoltcidbdl 1étrejott eredményfiiggvények egymashoz képesti modosulésai tarulnak
igy fel. Tehat a konvolucids eredménymatrixon alapul majd a gépi tanulas, és ez altal lesznek
képesek a késobbi rétegek a pixelhalmazban felismerhetd mintézatokat talalni.[76]

Am a konvoluciés képfeldolgozas csak tobb sziiréfiiggvény lefuttatasaval ad megfeleld ered-

ményt, ezek kiilonbozo rétegekben mitkddnek. Ezek kozott a rétegek kdzott azonban érdemes

az els6 konvoldciés réteg Egy mésik sz(rével ‘ feldolgoz6 ANN rétegek |
parhuzamos sikjai m(ik6d6 konvolucids réteg
N i
o
Image .\:_ ,' 5 . 0
) i, (O 1
- 1 .;:o‘i:a./ X S :
—t —FT N/ i\ A
—| "r:; 64x7x7 Zl/é\\}\\_ . // . 9
28x28 | 32x14x 14 e AR
J\ 32x28x28 /I 128 x 10
képi bemenet vektor (métrix) — 3136 x 128
+ az épp vizsgalt ablak az elsé pooling i Ujabb
(6sszevond) réteg Osszevono réteg
parhuzamos sfkjai

7. abra: A CNN-modell alaposabb bemutatasa (sajat atszerkesztés)

92 Ezért csusztathatd ablakok technikdjaként is utalnak erre a modszerre.[75]
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volt segédrétegeket is 1étrehozni a folyamat gyorsitasa érdekében. Ezek a koztes, 6sszesito Un.
pooling rétegek csokkentik a matrix méretét (erre egyszerii maximumkeresést és atlagolast
hasznalnak), de kdzben a dominans jellemzdéket megdrzik. Végiil a kép mintazatainak oszta-
lyozésat, vagyis a tanult adatok hasznalhatova tételét egy hagyomanyos (altalaban ANN) neu-

ronhdlo6 végzi, ez allitja el a modell kimenetét.[77, pp. 4]

Ez a modell is tovabb kombinalhato. Példaul visszacsatolasossal bovitve az elébb emlitett
RNN emlékezés elonyeire tehetlink szert. Az ilyen konvolucids visszacsatolt neuronhalo (Con-
volutional Recurrent Neural Networks, CRNN) a kép- és videodelemzési feladatok fejlodésé-
hez [78] dontd fontossagu alapot nyujt, de ennél joval messzebbre mutat. Fontos és védelmi

szempontbol is érdekes felhasznéldsa lehet tobbek kozott pl. a gépi szajrol olvasas is.[79]

I1.2.3. Az utdbbi évek néhany Gjitadsa

Mivel néhany havonta jelennek meg 0j fejlesztési 1épésekrdl publikaciok, ezekbdl néhany
bevalt modellt ismeretetek. Felhasznaldi tarsadalmunkban egyre inkdbb népbetegség a figye-
lemzavar, a gépek koncentracios képessége viszont egyre jobb. E téren a nagy attdrést az un.
figyelemmechanizmusok (Attention Mechanism) beépitése jelentette, mely elsésorban szoveg-
feldolgoz6 modelleknél valt be. Egy figyelemmechanizmussal ellatott LSTM épp ugy képes
rakoncentralni a tal komplex valosag érdekes részére, ahogyan egy ember is képes figyelmen
kiviil hagyni a zavaré tényez6ket, amikor feladatara koncentral.[80] Igy egy adott informacio-
halmazt tobb szempontbdl lehet vele elemeztetni, kiilonb6zé kérdések mentén. Kordbban egy
LSTM-RNN-modell kénnyen belezavarodott példaul egy hosszabb mondat helyes forditasaba,
mivel a gép a kozeli hasonldsagokat és az ismétlddéseket nehezen kezelte. A megoldas elég
j [81], és a modszer természetesen itt is a sulyozasokhoz kapcsolodik. Ugy oldottak meg, hogy
nem csak kulcsszavakhoz rendeltek magasabb sulyt, hanem szokapcsolatokhoz, vagy mas szo-
vegegységekhez is. ° Igy betaplalva egy ilyen gépbe jelen tanulmany fentebbi részeit, elvileg
képes valaszt adni olyan kérdésekre, mint példaul ,,mit ir a szerz6 az informatika sz6 helyessé-
gérol és valtozasarol?”

Ennek az attorést jelentd, ugynevezett skaldzott pontszeri eredményfigyelés (Scaled Dot

Product Attention) nevi figyelemmechanizmusnak ismertebbé valt az egyik fejlesztése, mint 6

%3 Picit pontosabban: egy in ,kontextusvektor” késziil minden bemeneti szora, tehat az adott sz6 és a tobbi kozotti
Htavolsag” adja meg a suly mértékét. A technologia megértéséhez egy név nélkiili forrast kell javasolnom:
https://www.analyticsvidhya.com/blog/2019/11/comprehensive-guide-attention-mechanism-deep-learning/ (Le-
toltve: 2024. 05. 03.)

63



maga. Ez a Transformers rendszer, melynek névaddja ugyan a Google volt, akinek a fejlesztdi
2017-ben publikaltak ezt a modellt, viszont a modell neve a Microsoft altal valt kozismertté,
hiszen erre utal a GPT rovidités a kdzismert ChatGPT (1d. 11.3.4.) szolgaltatasban (Generative
Pre-train Transformer). A Transformers modell azt oldotta meg, hogy sokszor nem ad megfe-
leld eredményt, ha a figyelemstlyokat csupan atlagoljuk. Az Gj modell ennek elkeriilésére tobb-
féle figyelemdsszesités (,,tobb fej””) parhuzamos hasznalatat vezette be [82], ebbdl adodik az
érdekes ,,tobbfejli figyelem” elnevezés.[83] A modell alapvetd ujdonsaga, hogy kizéardlag a fi-
gyelemmechanizmusokra alapul, azokat modositja, igy teljesen mellézi a konvolacidkat és is-
métlédéseket. Igy egy gyorsabban betanithatd és jobban parhuzamosithaté modellt kaptak,
melynek tobb feje tobb dologra is hatékonyan képes figyelni.[84] Az eredményt tovabb javi-
totta, amikor a tobbfejli figyelem mellett a modellt dnfigyelemre is képessé tették.[85] A szo-
vegfeldolgozas terén ezek altal egyre tobb jelentésréteg egy finomabb megkiilonboztetése valt
lehetdve.

Es itt érkeztiink el az utobbi évek masik nagy attoréshez, amely bizonyos kreativitast képes
adni a gépnek. Ezek az Alkoto Versengd Halozatok (Generative Adversarial Network, GAN),**
ismertebb neviikon Generativ MI-k, képesek a tanult mintak alapjan hasonlo, de 1j adatokat
generalni, ezaltal keltik a kreativitas latszatat. Lenyligdzte a vilagot, amikor ezek valakinek a
stilusdban megadott tartalmakkal alkotnak egy szép képet, vagy példaul hexameterben, vagy
adott rimképlettel irnak verset. A névben az adversarial sz6 arra utal, hogy egy versengd mo-

dellrél van szo, ami azt jelenti, hogy a GAN-ban két MI ,,ellenségként” viselkedik egymassal.

% Az angol kifejezés sz6 szerinti ,,ellenséges” forditasat hasznalva (mint tébb helyen), itt is kissé megtévesztd
kifejezést kapnank.
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Az alkotomodell (generator) a timadd, ez probal olyan mintakat 1étrehozni, mellyel megtéveszti
ellenfelét, amint azt az 8. dbra mutatja. (Az ébrat ihlette: [86].)

A megkiilonbozteté-modell (diszkrimindtor) védekezik, vagyis igyekszik megkiilonboztetni
a generalt, gépi adatokat az igazi, vilagbol kapott adatoktdl. A diszkriminator eredményei visz-

szacsatolddnak és mind onmaga, mind a generativ rendszer tanul az eredményekbdl. Itt mar

Alkotémodell
(generator)

Valés minta

, TAMAD” AD

setie®
\ée‘“e“e‘ ilaebol
gépminta vilagbol
- - vett minta
Frissiti a Megkilonboztet6-modell
tamadé (diszkriminator)
tudasat

tl Frissiti a sajat tudasat

ez nem valds

- (eer)

ez igazi

8. dbra: Egy generativ MI-modell, és annak ,,ellenséges” elemei (sajat készités)

nem egy, hanem két modellt sziikséges finomhangolni, valamint a rendszer tanitdsahoz egy-
arant sziikségesek a valos és a hibas adatok (természetesen elkiilonitve). Ezek rdmutatnak arra
a tényre, hogy az egyre komplexebb rendszerek tanitasa is egyre bonyolultabb. Ez technoldgia-
védelmi szempontbol is igen fontos, hiszen mara elérte, hogy méar nemigen lehet eldonteni egy
illusztracids grafikarol, hogy azt gépi vagy egy emberi rajzold alkotta-e, igy jol bevethetd a
psziholégiai és az informaciés miiveletekben. Am a jovére nézve nagyobb jelentdségii, hogy
hasonl6 versenyezteté modszer lehet alkalmas példaul kibervédelmi MI kiképzésére is.

Végiil itt is emlitést kell tenni a rajtanulés sajatos modjarol. Ez a modell, és ennek fejlodése
jelentdsen és sok szempontbol alapvetden eltér az imént vazolt modellektdl, emiatt bovebb is-

mertetését egy késdbbi alfejezetben (I1.3.3.) teszem majd meg.

65



I1.2.4. Az ML népszerl felosztasai €s a pszeudo-tanulas

Az intelligencia €és az autondmia szintje fiigg a tanulas képességeé-
tol, vagyis a megvaldsitasott ML-modelltél, emiatt sziikséges a gépi
tanulas fobb felosztasaira ratekinteni. Ezeket konnyebb megvizsgalni
abrazolva, ezért késziilt a 9. és 10. abra.

1) Egyik legelterjedtebb megkdzelitésben a ,,mélytanulas” (deep-
learning, DL) kifejezéssel kiilonbdztetnek meg fejlettebb modelle-
ket az egyszerii gépi tanulastol. ahol a mélyebb ,,mélyebben” (lej-
jebb) lathato, a magyardzatnal azonban forditott sorrend a logikus.
Mint lathattuk, a mai mélytanulé modellek egymastol jelentoseb-
ben térnek el anndl, hogy egy kategodridba keriiljenek, ezért mara
ez a fajta kettéosztas talan kissé meghaladott (de azért tarthatd osz-
talyozéasi mod). Viszont javaslom kiegésziteni egy még egyszeriibb

szinttel, ugy hasznalhatobb. A szinteket tehat ennél a felosztasnal

Tanuldasmélység

szerinti szintek

| | pszeudo-tanulds
(al-tanulas)

| | szimpla tanulas
(egyrétegli modell)

| | mélytanulds
(tobb titkos réteg)

9. abra: A gépi tanu-
las architektura sze-
rinti felosztdasa (sajat
készités)

az jellemzi, hogy hany neuronréteget hasznal a be- és kimenet kozott:

a) a DL tobb rejtett réteget hasznal,
b) aszimpla DL csak egy belsd réteget hasznal;

c) egy réteget sem hasznal. Ezt hivom pszeudo-tanulési szintnek, de nevezhetnénk nulla-

dik szintnek is. Abban az értelemben nem nevezhetd tanuldsnak, ahogyan a fentebb be-

mutatott modellek azok. Az ilyen hagyomanyosan programozott rendszer csupan a ta-

nulds benyomasat keltheti. Ezt fontossdga miatt alaposabban majd a mésik két féfoga-

lommal 6sszegzésben fejtem ki (V.1.4.), itt a lista teljessége miatt emlitettem.

2) Egy masik szokasos felosztas azt mondja meg, hogy mennyiben vesz részt az ember a ta-

nulasban. Ez alapjan a szintek: (a) teljesen feliigyelt, (b) félig feliigyelt, (c) feliigyelet nél-

kiili tanulds. Az elnevezésekbdl vilagos, hogy az ember részvétele a tanuldsi folyamat ira-

nyitasdnak mértékét jelenti. Az a) és b) esetben felmertil az iranyitas modja. E tekintetben

a jutalom-biintetés modszer alkalmazasat szokés kiilon felosztasnak venni (tehat, hogy azt

alkalmazzak vagy nem).”

95 A gépi tanitasi technikak szdmos tovabbi médon osztalyozhatdak (1d. pl. a [87] sz. forras 2. szamu abraja).
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Ezeket a fogalmakat, ha megprobaljuk roviden megragadni, a kdvetkezok mondhatdk [88]:

e Feliigyelt tanulas: A pontos eredmények eléréséhez cimkézett adatokra van sziikség.

Az eredmények javitasa érdekében gyakran

Emberi részvétel

tobb adat megismerésére és id6szakos mo-  JEASIMEREINAER

dositasokra van sziikség.

e Félig feliigyelt tanulas: ez a feliigyelt és a | Teliesen feligyelt

feliigyelet nélkiili tanulds vegyes alkalma- Megerdsités nélkili

zasa. Részlegesen cimkézett adatokon tud o
MegerGsitéses

eredményeket adni, és nem igényel folya-
Félig fellgyelt

matos modositasokat a pontos eredmények L J

eléréséhez.

7

o Feliigyelet nélkiili tanulas: a tanulas koz- ‘
i Fellgyelet nélkali

ben nincs sziiksége emberi beavatkozasra, a (Ontanités)
L

tervezése soran alakitjak ugy ki a rendszert, ) o ) o o
10. abra A gépi tanulas tanitds szerinti
hogy erre képes legyen. Tehat nélkil fedez felosztdasa (sajat készités)
fel mintékat az adatkészletekben, és pontos eredményeket ad. A klaszterezés a feliigye-
let nélkiili tanulés leggyakoribb alkalmazasa.
o Megerésité tanulas: A megerdsitd tanuldsi modell folyamatos visszacsatolast vagy
megerdsitést igényel, amint 0j informacidk érkeznek, hogy pontos eredményeket adjon.

,Jutalmazasi funkciot” is hasznal, amely lehetdvé teszi az Ontanulast a kivant eredmé-

nyek jutalmazésaval és a rossz eredmények megbiintetésével

Megnyugtatasul megallapithato, hogy a biztonsag érdekében az dntanitast csupan célfelada-
tokra hasznaljak, példaul emberszerli robotok mozgaskoordinacidjanal. Az ,,iires lap” alapozés-
rol indulo MI komoly problémakat vet fel, ennek kritikajat késobb ismertetem. (IV.2.3.) Az
ember géptanitoi lehetdségeit egyébként is alapvetden hatdrozza meg az alkalmazott technolo-
gia. Sok tanulasi modell nem is alkalmas (biztonsadgos) ontanitasra. A XX. szazadban épp az
lassitotta az MI fejlédését, hogy csak a megerdsitéses modszer adhatott megbizhaté tudast a
gépnek. Csak a kozelmultban, a korszeriibb, de egyben bonyolultabb rendszereknél nyilt meg
az Ut a részleges Ontanitasra, de a filmek vagy novelldk ontudatra ébredd rendszereitdl a mai
technoldgia még fényévekre van.

Remélhetdleg a fenti néhany fontosabb technoldgia vazolasa is elegendd a gépi megismerés

sokféleségének érzékeltetéséhez. A leirtakbol kirajzolodott, hogy egy gép egyre tobb emberi
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kognicios képességhez hasonlo tulajdonsaggal rendelkezhet. Az ember megismerésének, em-
1¢kezésének, figyelmének, alkotoképességének szamos mozzanatat mar ma képesek ilyen gé-
pek utdnozni. A nagy MI-rendszerek szamos alrendszerbdl tevédnek 6ssze, vagyis az itt felso-
rolt technolégiakat jobbara egyiitt alkalmazzak (sok tovabbi fejlesztést is beépitve). Am még
ezek a hihetetleniil komplex ¢és koltséges oriasMI-k is messze vannak attol, hogy képesek le-

gyenek szimuldlni az emberi tudést, annak 0sszetettségét.

I1.3. ELVEK ES TECHNOLOGIAK AZ MI KORUL

Miutén az el6z6 alfejezetben az MI-hez kiviilrél kapcsolodo fogalmakat tisztaztam, sziiksé-
ges itt kitérni néhany technologiara (fontosabb elvre), melyek beliilrél kapcsolédnak hozza.

Ezek koziil azokra szoritkozom, melyek a tanulmany téziseihez kapcsolddnak.

II.3.1. A jelen és a j6vO MI-célu hardverei

Bér mar az M1 kezdeteinél is megjelentek hardveres implementaciok, a technologia fejlédése
¢s felfutasa egyértelmiien szoftveres sikon tortént. A neurdlis halé bemutatasaval (I1.2.) az ol-
vasd szdmara is vilagossa valhatott, hogy igen sok sejt van egy mélytanuldsi neuronhaloban,
amelyeket parhuzamosan érdemes futtatni, de szamitasi igényiik kicsi. Erre a hagyomanyos,
egymagu CPU kifejezetten nem idedlis, bar képes ra (megfeleléen gyors processzor hasznalhato
egyszeriibb MI-szoftverek futtatdsara). Azok a fejlettebb CPU termékek sem nytujtanak megol-
dast, melyek egyre tobb magot tartalmaznak: azért nem optimalisak, mivel komplex tudéasu és
erds szamitasi igényre tervezett magjainak képességét nem tudja az MI kihasznalni, viszont a
csekély parhuzamosan futé miivelet lassitja a rendszert. Ezért az MI felfutdsaval parhuzamosan
a megfelelébb hardveres alap keresését is szamos fejlesztés célozta, ezekbdl a legfontosabbak
a kozvetkezok.
e Adaptalt hardverek:
o GPU (Graphical Processing Unit).*® A mas célra tervezett, rendelkezésre 4116 hardve-
rek koziil a kép- és videofeldolgozashoz mar régota hasznalt hardvermegkdozelités, a
GPU alkalmazasa szinte kézenfekvd volt. Ezekben mar kordn a sok (és egyre tobb)
»Kistudasu” processzormag egyiittmikodésén volt hangsuly; a 2025-ben megjelend

NVidia RTX 5090-nek mar 21 760 darab magja lesz. A GPU magokat neuronként

%6 1999-161 jelentek meg ilyen grafikai célprocesszorok. Elsésorban jatékokhoz és filmanimacios felhasznalasok
elvarésai alapjan fejlédtek, de a kriptovaluta banyaszatbol szarmazo kereslet miatt is 10kést kaptak.

68



hasznalo6 rendszerek jol teljesitenek, a nagy gyartok azonban mégis kinalnak tobb mas
megoldast is.

o FPGA (Field-Programmable Gate Array). A tiikkorforditas helyett hivhatjuk inkabb a
felhasznalaskor programozhato logikaikapu-matrixnak, és még az 1980-as évekre
nyulik vissza (eredetileg semmi kdze az MI-hez). Az egyszerlibb nevén szoftverpro-
cesszornak is nevezhetd elv 1ényege, hogy a logikai blokkok programozhatdsaga révén
az ilyen kdzponti vezérléegység sokkal jobban optimalizalhatd egy adott pontos célra,
tovabba biztonsagosabban kialakithatd €s igény szerint frissithetd, st tizszer kisebb
energiafogyasztast [89] az ilyen alapon megvalositott vezérlés. Ezért minden nagy
fejlesztének vannak ilyen megkozelitésti termékei, els6sorban a peremhalédzati szami-
tastechnika (edge computing) teriiletén.[90] Elsddleges hatranya, hogy programozoi
szempontbol nagyobb kihivas — ezért nem terjedhet gyorsan és széleskoriien ez a meg-
kozelités.

o Altalanos megkozelitések:

o NPU (Neural Processing Unit). Ez olyan processzort takar, melyet az agyi informa-
ciofeldolgozasi feladatok utdnzasara, azaz kifejezetten altalanos MI-feladatokra ter-
veznek. Ehhez jobb parhuzamossagot, a szokdsosnal szélesebb savi memoriahozzafeé-
rést, illetve az MI-sejtekben elegendd egyszeriisitett szamitast hasznalnak.[91] Meg-
jegyzendd, hogy bar a GPU terén még az amerikai sziliciumvolgy (az NVIDIA) a vilag
vezetd cége, &m védelmi szempontbdl kiemelendd, hogy az NPU terén a kinai Huawei
is az ¢élvonalban van. Mar 2017-ben felzarkozott az iPhone-hoz azzal, hogy a Kirin
980 mobiltelefon-processzor NPU-t is tartalmazott [92] (ez még inkébb képfeldolgo-
zasra késziilt), de szervert is épitettek kiilon NPU-modullal (mely négy altalanos NPU-
t intergral).[93]

o Vegyes rendszerek. Sokszor érdemes az MI-rendszerek mogé tervezett hardvereknél
is vegyes megoldasokat alkalmazni, melyekben a fentebb felsorolt célhardverek egyfit-
tesen vannak jelen. Erre j6 példa az imént emlitett kinai szerveren kiviil a Tesla SoC
(System on Chip) tipust megoldasa is. Ez alapvetden egy FPGA alapu hardver, kife-
jezetten az okosautok szamdra (amint neve is jelzi: FSD, Full Self-Driving chip). Egy
tucat tobbmagos CPU-t egészitenek ki benne GPU és NPU elemek.

o RDU (Reconfigurable Dataflow Unit), azaz egy ,,Ujrakonfiguralhato AdatfolyamEgy-
ség” technologidja még kevéssé ismert: itt a GPU-nél rugalmasabb alapokra probaljak
helyezni a parhuzamositast.[94] Vagyis a SambaNova cég ezen megkozelitése egy MI-

re jobban optimalizalt GPU-nak is tekinthetd.
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Célhardverek, specialis MI-hez:

o Szoftverhez tervezett hardver: egy tovabbi logikus architkturalis megkozelités, hogy

egy adott MI-keretrendszer vagy -metddus szamdra optimalizaljak a processzort. Erre
példa a Loihi-2-es chipje (2021-t6l). Ezt kifejezetten a nyilt forraskodu LAV A nevii
nyelvi keretrendszerrel vald szoros egylittmikodésre tervezték, és a hivatalos tesztek
szerint joval hatékonyabbak a hagyomanyos processzoroknal.[95] A hattérben az ese-
ményalapu neuralis halozatok (spiking neural network, SNN) ujdonsaga all, mely erre
a platformra alapul. Ebben folyamatosan ujratérképezik a neuronhalét, ezaltal tanula-
suk sokkal jobban hasonlit a természetes tanuldsra.

LPU (Language Processing Unit). Ez az architektira az el6z6h6z hasonlo célfelada-
tokat szolgal. Ezek az egységek szekvencialis feldolgozésra is optimalizalva vannak
(adatok egymasutani feldolgozasara), mivel kifejezetten NLP-feladatokhoz késziilnek.
A tervezési megkozelités eldnye a fenti megoldasokkal szemben, hogy determiniszti-
kusabban eldre lathato a teljesitménye a forditoprogramok szdmara idealisabb, mint a
fenti parhuzamos megoldasok. Az LPU elnevezést inkabb a Groq nevii cég szolgalta-
tasaira hasznaljak, mig a Google Tensor hardverével kapcsolatosan inkabb a TPU
(Tensor Processing Unit) hasznalatos, tovabba ilyen architektirara utal a TSP (Tensor

Streaming Processor) kifejezés is.

Tekintsiink most tul ezeken a megkozelitéseken, melyek kisebb otletek mentén teszik opti-

malisabbd az MI szdmara a hardvert. Kimondhatd, hogy mar benne éliink a hagyomanyos Neu-

mann-elvii architektirakbol valo kilépés korszakaban. Itt csupan néhany izgalmas példat gytij-

tottem Ossze annak alatamasztasara, hogy a hardveres tertileten is komoly diszrupciok varhatok.

Onmagukat 4talakité hardverek (neuromorf rendszerek). Kezdjiik a legfuturisztikusabb
megoldéssal. A felfedezést, melyre ez a technologia majdan alapulhat, néhany éve tették,
ezért még egy teljesen kialakulatlan irdnyrol van szd. A felfedezés 1ényege, hogy egy bizo-
nyos anyagbol,”’ szobahémérsékleten, egyszerii elektromos impulzusokkal wjrakonfigural-
hato alkatrészek hozhatok l1étre. Vagyis egy olyan anyagot alkottak, amelybdl az elkészitett
processzorcelldk igény esetén képesek négy féle alkatrészként miikddni: ellenallasként,
kondenzatorként, neuronként vagy akar szinapszisként is. Tehat az ebbdl 1étrehozott pro-
cesszor hardveres szinten konnyen atalakithato, ugy is, hogy mindig az éppen legsziiksége-

sebb funkciok futtatdsara legyen optimalizalva maga a hardver. Ennek elsé megvaldsuléasai

97 A protonnal adalékolt perovszkit neodimium-nikelat (NdNiOs ) [96].
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az FPGA-hoz hasonld, de annal sokkal nagyobb tavlatokat nyit6 megoldast fognak jelen-
teni. Ezen azonban jocskan tal is mutatnak. Mivel a cellak az MI két alapelemét (a neuront
¢s az azokat 0sszekotd szinapszisokat) is modellezni képesek, igy akar az adott célra opti-
malisabb MI-modell¢ képesek alakulni. Ez ugyan a tudomanyos-fantasztikus irodalmak

Kvantum-
logika

disztopikus vilagat idézi, de megvalosulasa meg-

lehetdsen kétséges, hiszen nem all rendelkezésre

neuromorf alapokra épitett architektara, sét ele- it
gendd teszt és adat sincs ezek stabilitdsarol vagy Miktris-
) y ey logika
sorozatgyartasi problémairol. > Z
Skalarképzés Randomizalas

e Kvantum MI. Ez egy kézismertebb nevii kuta-

X )
ORI r ;. 1 . s Boole- F -
tasi irany, mely azonban még ujszerti megkozeli-

tés. Bar az el6z6 példanal elérehaladottabbak a ) . o )
11. abra A Stern-féle matrixlogika

kutatasok, igazabol egy most riigyez0 technologi-  kapcsolata mdas logikdkkal
ar6l beszélhetiink. Torténeti érdekességként hadd (S@/d! diszerkesziés)

emlitsem meg, hogy a kvantumgépek egyik matematikai alapjait jelentd matrixlogikat ki-
dolgozd August Stern mar 1970-ben felvetette a kvantumszamitogépek lehetdségét, joval
korabban, mint David Deutch fizikus, aki aztdn a kvantumelméleti modell tovabb-gondola-

t.98

saval rakta le a technologia alapjait.”® Amint a 11. dbra [97] mutatja, a matrixlogika kap-

csolodasai mar tovabbvezetnek minket a kovetkez6 témahoz. Visszatérve: a kozeljovo tech-
ki, igy még nem all el6ttiink iitéképes, teljesen kvantuminformatikai alapon 1étrehozott MI-
szolgaltatds. Ezen a tudomanyteriileten f6 cél olyan kvantumalgoritmusok megvalodsitasa,
melyek jobban képesek kihasznalni a kvantumszamitogépek 1ényegét. Elsdsorban a hardver
azon tulajdonsaga fontos, hogy nem a kettes szamrendszer korlataiban dolgozik. Vagyis a
quibitekre® irt MI-kédok elvileg is jobban utdnozhatjak az agy miikddését, mint a jelen
korunk elektronikai (kettes szamrendszeren alapuld) megoldasai. Ezaltal a kvantum-MI-
rendszerek hasznalhatobbakka, €letszeriibbekké valhatnanak. Ez a tulajdonsaguk, — kar-

oltve azzal, hogy a kvantumgépek eleve nagysagrendekkel gyorsabbak, mint a hagyoma-

% Neki tulajdonitjak kvantumszamitogép otletét [97].
% Ez a kvantuminformatika alapegysége, mely a hagyomanyos bitekhez képest nem csupan a 0 vagy az 1 éréket
veheti fel, hanem a ketté kozott barmilyen értéket.
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nyos gépek, — egy valoban jelent6s diszrupciot hozhatna létre. Erthet6 a vagy ennek birtok-
lasara, a Google még nyilt forraskodu, hozzaférheté platformot is készitett,!’ amely lehe-
toséget ad olyan MI-modellek fejlesztésére, melyek a kvantuminformatika egyedi lehetdsé-
geit hasznaljak ki. A kutatas jelen alldsa szerint mar szdmos kvantumtanulési algoritmus
mikodoképes [98], bar leginkdbb a jelenlegi felhasznaldsnak igazan a hibrid modellek fe-
lelnek meg. Jelenleg a gyakorlati alkalmazhatdsag feldl az az irany tiinik legrealisabbnak,
melyben a kvantumgép a tanulasi fazist gyorsitja fel, mig a lekérdezéshez elegenddek a
hagyomanyos platformok annal joval lassabb képességei is.[99] Sok kutatd azt varja, hogy
2025 az ilyen irdnyu attorés éve lesz, ahol széles korben elérhetdvé valik a technolégia,
mivel 2024 sordn megoldotta valt a hibajavitas problémaja, valamint a szobahdmérsékleten
(1ézerrel) miikodd megoldasok.[100]

e Modositott biolégiai strukturak. Eloszor ezuttal is a kevésbé ismert irdnyrol szolok,
amelynek 1ényege, hogy elektronikai elemek helyett az ¢let mar miik6do alapalkatrészeibol
probalnak meg miikodo gépet épiteni. Az el6z0 példanal kevésbé elérehaladottabbak a ku-
tatasok, aminek egyik oka talan az, hogy a ,hardver” ijszertisége nekiink, embereknek még
tul sok kihivast rejt — annak ellenére, hogy évmilliok 6ta miikodnek altaluk az élet biologiai
rendszerei. Koriilbelil 1998-t6] datalhaté a miikodd bionyomtatas [101], mely napjainkra
komoly iparagga fejlodott. Részben erre tdimaszkodik az a megkozelités példaul, amelyben
tenyésztett agysejteket, agy organoidokat szeretnének felhasznalni egy ugynevezett or-
ganoid intelligencia 1étrehozasara.[102] Més kutatdsok a DNS memoriaképességét igye-
keznek adatok tarolaséara felhasznalni, vagyis €16 sejttenyészetekben tarolni el késobb visz-
szanyerhetd adatokat.[103] Az efféle kisérletek a mesterséges, de nem elektronikus szami-
togépek redlis alternativai lehetnek. Elonyiik példaul, hogy kevés vagy nulla aramot fo-
gyasztanak, nem gy, mint a jelenlegi fejlesztések (bar a bioldgiai alapt gépek kornyezet-
védelmi aspektusa taladn stilyosabb, mint az dramfejlesztés dilemmai). Ennek ellenére ezek
hasznalhatosaga véleményen szerint egy igen tavoli jovobe tehetd, ezért itt csupan emlités
szintjén elég volt utalni rajuk.

¢ Bioldgiai struktiurakba agyazott informatika. Ez a kutatasi irany az el6z6re csak nevében
hasonlit, de attdl alapvetden tér el. Itt nem kiragadott alapegységekbdl épitkeznek, hanem
miikodo €lélényeket egészitenek ki (bdvitenek) informatikai berendezések beléjiik tiltetés-
¢ével. Ezeket jelen kutatas nem taglalja, — bar a jelen hipotézisek vonatkozasaban is szdmos

felvetést implikalna, am — ezek tudomanyos vizsgalata megduplazna a terjedelmet. Néhany

100 https://quantumai.google/
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fontosabb kutatasi teriilet alabbi emlitése is elegendd az ebben rejld potencidlok érzékelte-
tésére, ugyanakkor a tilzott elvarasok letorésére. Megjegyzendd, hogy a kifejezésben néha
az elektronika szot hasznaljak, de pl. egy szivritmusszabalyzot én nem sorolnék az itt rele-
vans teriilethez; nincs kialakult elnevezése (lehetne pl. Informatics Embedded in Biological
Structures, IEBS).

A legtobbet nyilvan az emberek ilyen jellegii kiterjesztésétdl varhatunk. Ezek a fejlesztések
az orvostudomannyal kardltve indulnak, de olyan irdnyt vesznek, hogy a gydgyitasban hasznalt
technologiaval ne csupan helyreallitsanak sériilt képességeket, hanem tullépjék az emberi szer-
vek képességeit. Ennek biologiai, kémiai és nano megoldasait csupan emliteni tudom, a tanul-
many tobbi részével dsszhangban, az elektronikai eszkdzokkel valo kiterjesztésekbdl emelek ki
néhanyat. A gydgyaszati cél ott 1ép eld az elektronikai ipar vetélytarsava, amikor a gyogyitason
tul a mivégtagok erdsebbek lehetnek az eredetinél, a miiérzékszervek érzékelési tartomanya
tagabb lehet a bioldgiai érzékszervekénél, akar fiil vagy orr képességeirdl, akar pl. a magneses
mez0 vagy radioaktivitds emberi érzékelését lehetdveé tevd, eddig nem 1étezd szervekrdl beszé-
liink. Ezek szamos plusz informéciot adhatnak a birtokosuknak, ha példaul egy miiszem széle-
sebb 14tdszogl, jobban nagyit vagy az infravords €s ultraviola tartomanyokban is mikddik. Sot
a sz¢€lesebb képességeken tul, akar kiterjesztett valosag-eszkozként is szolgalhat: a miiszem
példaul képernydként is funkciondlhat, mint a mai XR (eXtended Reality) szemiivegek. Ezzel
egyben IoT szenzorként is hasznalhato, amely az informéciokat az azt haszndlé ember agyan
kiviil egy digitalis felhdbe is elkiildi. Ezek a példak a hagyoményos agyi kognicid imputjanak
kiterjesztési lehetdségérdl szoltak, melyek kiiszobon allo vagy mar 1étezd technologidk, de az
emberi felfogasra, tudatra vagy l¢élekre gyakorolt hatdsuk egyeldre ismeretlen.

Kifejezetten a kognitiv képességeink kiterjesztését az agyi implantatumok célozzak, ezért az
MI szempontjabol ezekre fontos par szoban kitérni. Sikeres agykiterjesztés esetén elsé korben
pl. a szamolasi képességlinket lehetne a CPU-k képességeivel egy szintre hozni, vagy memori-
ankat lehetne pontosabb4, illetve importalhatova és exportalhatova tenni: vagyis fel lehetne tol-
teni egy emberbe lexikalis tudést vagy le lehetne tolteni emlékeket.[104] (Ha lehetne...) A ko-
vetkezd 1€pés az ebben bizd tudosok szerint az aggyal egylittmiikodo beiiltetett szamitdgép mo-
dellje lenne. Ez a hardverarchitektiira-modell egyesitené az emberi €és gépi intelligencia eld-
nyeit. Ez a szupergyors, szuperpontos szuperokos gép-ember hibrid ugyanis birtokolna az em-
beri alany sziiletéskor kapott képességeit is, tehat agya altal rendelkezne erkolcsi, kreativ, mii-
vészi képességekkel és valos érzelmekkel is, ezaltal egybdl meg lennének oldva az erdsen em-
beri tulajdonsagok (emberségesség) gépiesithetdségének nehézségei is. Természetesen ezzel

egyliitt az ilyen szdmos aggalyt felvetne, melyekre most nem térhetek ki. Sokan az evolucio
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kovetkezo 1épcséfokanak tartjak az igy 1étrejovo szimbidzist, melyre inkabb a ,,szingularitas”
(1d. 1.3.3.) kifejezés terjedt el. A sajat kutatasaim a témaban részlegesek, itt csupan megemlitem,
hogy talzénak tartom ezt a megkdzelitést, és a tudoményos forrdsokban nem taldltam lehetdsé-
gét az emberi agy kommunikacids formatumanak feltdrésére. E nélkiil pedig az ilyen eszk6zok
kényelmes, specialis és hosszas tanulas nélkiili hasznalata még csak nem is a science fiction,

hanem inkabb a fantasy irodalmi miifajdba sorolhato.

Az MI fogalma szempontjabdl megallapithatd, hogy nem varhatd, hogy hatast gyakorolnak
rd a jelen hardverei, sét a jovo felvazolt megoldasai koziil is csupan a bioldgiai stukrtarakba
agyazott informatika, elsésorban az emberi agyi kiterjesztések esetleg attorései lehetnek 1énye-
ges hatassal. Ugy vélem azonban, hogy amennyiben ez valésagga valik, akkor sem az MI fo-
galmat kell tovabb bdviteni, hanem maradni kell egy kiilon megnevezésnél, lehet pl. a mester-

ségesen kiterjesztett emberi kogniciod (Artificially Extended Human Cognition, AXHC).

I1.3.2. Fuzzy logika, az ,,elmosodott igazsag”

A fuzzy logikaban rejld szemlélet jelentdsége az informatika alapjait érinti, hiszen a vilag
egy, a korabbinal hasznalhatobb leképezéséhez ad matematikai alapot. Itteni ismertetését ez a
sajatos leképezési mod indokolja, hiszen emiatt tud jol kapcsolddni a gépi tanulas vagy az M1
szamtalan modelljéhez is, bar egy hagyomanyos programozasi eljarasrdl van szo.

A mondas szerint ,,nem minden fehér vagy fekete”. Mas szdval a valdsagot sokszor csak
erbltetve és nehézkesen lehet a klasszikus logika ,,igaz vagy hamis”, két bites allitasaival leirni.
Két probléma is van ebben a leegyszeriisitéstipusban, melyek a kdznapi életben is gyakran

okoznak gondot:

1. Egyrészt a kifejezéseink nem elég pontosak, hiszen fogalmaink hatarai nem élesek, minden
szavunk egy halmaznyi arnyalatot foglal magaba.
2. Masrészt a kifejezések dsszakapcsolasa , kizard vagy” (xor)'"! miivelettel legtobbszor tiil-

egyszerisiti a valdsagot.

Az imént 1. szammal jel6lt problémat a fuzzy 6tlet azaltal oldja fel, hogy definial egy ,,nyelvi
valtozo” nevil valtozot, melynek értékei valamely természetes vagy mesterséges nyelv kifeje-

zései. Ez a nyelvi véltozo a fogalmakat eleve halmaznak kezeli: ha a fekete és fehér kozotti

101 XOR: Vagy északnak megyek vagy délnek, két iranyba egyszerre nem lehet. Az elektronikai-logikai vagy (OR)
kapcsolat magyarul gyakrabban fordithato az ,,is”, illetve az ,,akar” szavakkal, de néha a ,,vagy” is megfelelo:
,,mindegy, hogy kutyat tartasz, vagy macskat, vagy mindkett6t”.
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tartomanyt szeretnénk leirni, akkor a nyelvi valtozok a vilagossziirke és a sotétsziirke lesznek.
Egy kozepesen sziirke arnyalat tartozhat mindkettdhoz, — csakhogy ezen a ponton a példa nem
a legmegfelelobb. Jobb példa, ha a sebesség a nyelvi valtozd, és annak cimkéi lehetne a lassu,
a sebes €s a gyors.

A fenti 2-es problémat a hagyomanyos modszer nem kezeli, vagy gyors egy jarmii vagy
lassu. Fuzzy logikéban viszont a harom cimke altal leirt értelmezések halmazain kiilonb6z6
halmazelméleti miiveleteket (uni6, metszet, kiegészités, implikacio) alkalmazhatunk, példank-
nal maradva a lassu €s a sebes nem zarja ki egymast, ha 1étezik a két halmaz metszete. Ez a
metszet azonban nem a szokdsos, a metszetben 1évo kozos elemek eltérden tartoznak egyik és
masik halmazhoz. Matematikailag ezt a médszer uigy kezeli, hogy az elemek nem egyszeriien
hozzatartoznak egy halmazhoz, hanem a halmazokban az elemeknek tagsagi fokuk van. Minél
magasabb a tagsagi fok, annal inkabb tartozik az elem a halmazhoz, ezt egy 0 és 1 kozotti érték
irja le. A tagsagi fok tehat azt fejezi ki, hogy a nyelvi valtozo cimkéje ,,milyen mértékben igaz”
— szemben azzal, hogy igaz vagy hamis (0 xor 1). igy tér el ez a modell a klasszikus logikai
megkozelitéstdl, ahol nem lehet pl. a ,,.kdzepesnél valamivel lassabb” allapotot megragadni, itt
viszont igen.

Az alapmddszer tehat az adatokat nem ¢les adatként dolgozza fel, hanem

1. eldészor leképezi az adatokat ilyen elmosodott halmazokba (fuzzifikacio),
2. ott feldolgozza dket kiilonféle ha-akkor szabalyok altal,

3. végll persze visszaalakitja éles értékké az adatot, (defuzzifikacid) tovabbi adatkezeléshez.

A 12. 4bra'®? mutatja a fuzzifi-
L . A vonat cimkéje (fenti példa
kaciot, vagyis, hogy hogyan lehet Je (fenti példa)

lasst sebes gyors
matematikailag megkdzeliteni a 1 .

tagsagi fok fiiggvénye segitségé-

vel a nyelv és a valdsag pontatlan 05 |

cimkéit. Lathato, hogy a kdzépsod

|
(sebes) halmazba a 40-160 km/h 0 | \‘ ! .
0 40 80 120 160 km/h

kozotti értékek tartoznak, de nem

&les (< vagy >) hatdrokkal, mint 12. dbra: A sebesség fuzzyfikdldsa példdn (sajdt dtszerkesztés)
egy klasszikus algoritmusban, hanem kiilon kezeliink 4tmeneti tartomanyokat. Az atmeneti tar-
tomanyok egy masik cimkével vald kozos halmazt jeldlnek. A tagsagi fok ezekben vesz fel 0

¢s 1 kozotti értéket, amint lathatd az egyik cimke (sebes) esetében novekvd, a masik (pl. a lassu)

102 A 12. 4bra kiindul6pontja a kdvetkezd cikk: [105].

75



esetében csokkené mértékben. Igy egy 70 km/h-val mozgd jarmu ,,inkabb sebes, mint lassi”
értéke a két fliggvény egyiittes figyelembevételével'® kezelhetd. Igy valnak szamolhatova bi-
zonyos nyelvileg amorf fogalmak, mint a ,kicsi-nagy”, ,,er6s-gyenge” stb. Ez azonban nem
oldja meg a leképezés mérhetdségi problémait, vagyis az ,,erkdlcsos™ és az ,,erkolcstelen” le-
képezésére onmagaban ez a modszer nem ad valaszt.

Sok esetben a valdsagot persze nem ilyen linedris atmenet jellemzi, ezért nem csak az abran
lathat6 lindris fiiggvénnyel érdemes szamolni (igen elterjedtek pl. a harang alaku fliggvények
is). Ez a matematikai mddszer nem csupan kezelhetévé teszi a homalyos leképezéseket, de sa-
jatos logikai kovetkeztetésekre is lehetdséget ad. Ezek rendezett sorozatabdl ,,fuzzy algoritmus-
utasitasok™ alkothatoak, vagyis egy programkod hozhaté létre, pl. HA ,A” kicsi AKKOR
,B” nagyon nagy!'® (ahol a kicsi és a nagy fuzzy halmazok értékei).'”® Vagy egy sebesség-
szabalyozast végz6 algoritmust, mely a fenti példa halmazait hasznalja: HA[ [ fékhémér-
séklet = meleg] ES [sebesség = NEM villamgyors]] AKKOR [féknyoméas
== kissé csokkentve] .!% Ez a példaalgoritmus azt a problémat oldja meg, hogy ,.ha
a fékek kisse mar melegednek, de a jarmii sebessége még nem tulsagosan gyors, akkor kicsit
kell csak csokkenteni a féeknyomast”.

Miutén az elmosddott halmazokba leképeztiik a problémat, majd ott fiiggvénnyel és koddal
kezelhet6vé tettiik azt, sziikkség van Gjra olyan szamadatokra, melyekkel tovabb szamolhat a
rendszer. Sokféle matematikai miivelettel megkaphatjuk ezt a végeredményt, vagyis defuzzifi-
kalhatjuk az elmoso6dott halmazon végzett szamitast. Ez a miivelet 4ltaldban a halmaz sulypont-
janak vagy valamilyen kozépértéknek a kiszamitasa.!®” A fenti programpéldaban erre utal a
kissé csokkentve” cimke, mely tehat nem csupan egy ,,csokkenteni XOR nem-csékkenteni” va-

lasztas, hanem egybdl egy automatikus csokkentésmennyiséget ad dontésként.

Végil tekintsiik at a modell terjedésének torténetét. A matematikai modell felvetése ugyan-
arra az intellektualis hullamra nyulik vissza, melyben az informatika egy idére megprobalt ki-
torni a szamitogépekkel kapcsolatos értelmezésbdl (1d. V.3.2.), akkortéjt, amikor a kognitiv

tudomanyok ¢és az MI fogalmait is meghataroztdk. Mint lathattuk, a fuzzy modell 0jfajta hidat

103 Ekkor a tagsagi fok tehat a sebes cimkénél 0,75 és lassi-nal 0,25.

104 A kodszertl részeket szandékosan fix szélességli karakterrel szedtem érzékeltetve, hogy ez nem rendes szdveg.
105 A modszer megalkotdjanak példaja. Ld. [106, pp. 29].

106 A példaban a fékhémérséklet cimkéi: ,hideg”, ,langyos”, ,,meleg”, ,.forrd” lehetnek, a féknyomas pedig ,.kissé
csokkentve”, ,,csokkentve”, ,,valtozatlan”, , kissé ndvelve”, ,,novelve” cimkéji értékeket vehet fel.

197 T5bb ilyen mddszer algoritmikus leirasa (a fentebb emlitett szinpéldan is): [107].
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képez a nyelvi és a matematikai logika kozott, ennek ellenére lassan valt csak ismertté és nép-
szertivé. 1965-0s felvetése [108] utan vagy negyven €ven at a mérnokok automatikus szabaly-
zasokhoz alkalmaztak, nem kihasznalva rokonsagat a neuronhalokkal (egyik sem a kizarola-
gossagra alapul). Pedig a médszer megalkotdja, az irani-azerbajdzsani szarmazéasu, Amerika-
ban dolgoz6 Lotfi Aliasker Zadeh is vilagosan latta ezt a lehetdséget benne, amikor 1973-ra
tovabbfejlesztette a korabbi felvetést, és kidolgozta az elmosddott nyelvi valtozok hasznalatat.
Modelljét a kognitiv tudomanyok minden részében hasznosithatonak mondja: ,,A nyelvi valto-
70k ¢€s fuzzy algoritmusok [...] f6 alkalmazasi teriiletei a kozgazdasagtan, a menedzsmenttudo-
many, a mesterséges intelligencia, a pszichologia, a nyelvészet, az informacidkeresés, az orvos-
tudomany, a biologia €s mas olyan teriiletek, ahol a rendszerelemek €16, nem élettelen viselke-
dése jatssza a dominans szerepet.” [106] Megallapitasa igaznak bizonyult, a fuzzy megkdzelités
azota is egyik praktikus modja azoknak a leképezéseknek, melyek a kognitiv tudomanyok ered-
ményeibdl a szamitastechnikaban hasznosithatdo modelleket hoznak létre.

Visszatérve a terjedésre: igazabdl csak az imént idézett cikk utan kezdett el tobb egyetemi
kutatocsoport foglalkozni az 6tlet felhasznalhatdsagaval. Az elsé fuzzy-szabalyzot 1980-ban,
Angliaban tervezték (egy g6zgép szamara).!®® A fuzzy technolégia kirobbano sikerére Japanban
keriilt sor 1987-ben, amikor a Hitachi elkezdte hasznélni egy vonat vezérléséhez, az Omron
pedig kereskedelmi forgalomba helyezte a vilag els6é fuzzy alapu szabalyozdjat, s6t mar autok
automata sebességvaltojanal is alkalmaztak.[105] Ezutan a modszer gyorsan terjedt, annak el-
lenére, hogy mar az 1990-es években megfogalmaztak ellene éles kritikat.[110] A modell sza-
mos tovabbi matematikai médszer alapjava valt [111], igy nem meglepd, hogy az automatizalas
egyre tobb teriiletén talalt hasznositasra, ahogyan azt alapitja megjosolta. Hatranya, hogy tobb
tesztet igényel, viszont cserébe a pontatlansdgot sokkal biztonsagosabban kezeld rendszerek
alakithatoak ki. Megjegyzendo tovabba, hogy nem szabad 0sszetéveszteni a valdszintiségi el-
méletekkel, melyek mas jellegli automatizalasi képességeket tesznek lehetévé [112], — ez pedig
atvezet minket az valosziniiségi alapon miikodé MI-rendszerekhez.

Az MI-fejlesztések sokaig nem hasznaltak a fuzzy halmazokat, a gépi tanulds miikddik nél-
kiile is.[113] Viszont szamos téren képes ez a leképezés igen jol tamogatni az MI-t. Ennek oka,
hogy a fuzzy modell vilagunk természetes bizonytalansagait sokkal jobban kezeli, mint egyéb
megkozelitések. Néhany kiemelendd teriiletet emlitek csak, ahol a fuzzy megkdzelités alkalma-

zasa mar bevalt.[114] A mintafelismerésben (kép és szoveg) fontos szerepet jatszik, hiszen a

108 A kovetkez torténeti adatok forrdsa: [109].
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zajcsokkentéstdl kezdve a pontatlan egyezések kereséséig sok teriileten bevethetd. A dontésta-
mogato rendszereknél az emberekéhez kozelebbi dontéseket javasol. Az adatbanyaszatban és a
prediktiv modellezésben is kiemelkedden funkcional, hiszen kezelhetdvé teszi a nagy adatkész-
letek bizonytalansagat €s a csupan hasonld mintdk felismerését. Természetesen az Ml-alapu
vezérlorendszerek €s robotikai alkalmazasok a klasszikus fuzzy megoldasokat egyiitt képesek
hasznalni az MI-vel kapcsolatos imént emlitett felhasznalasokat, ezaltal sokkal rugalmasabb és
emberibb, ugyanakkor biztonsagos eredmény sziilethet.

Csakhogy ennek a megkozelitésnek a kiterjesztése az €let minden teriiletére sulyos etikai
problémat hordoz. A téma messzire vezet, de megjegyzem, hogy véleményem szerint a tobbek
altal mar feszegetett fuzzy-etika (pl. [115]) nem alkalmazhatd minden dontéshelyzetben, hiszen
sokszor csak szélsdségek (igen vagy nem) koziil lehet valasztani, és a dontésen emberéletek
mulhatnak.

Osszegzésképp kijelenthetd, hogy a fuzzy megkdzelités teljesen beépiilt az MI-fogalom tar-
talmaba, ezért a definici6 Gjragondolasakor nem sziikséges figyelembe venni. A fentiek alapjan
vilagossa valhatott, hogy a vilag leképezésének szempontjabdl is mennyire jelentds ez a szem-

1¢let, tehat a humanvirtualizacid ismertetésénél (1V.2.2.(1).) felhasznalhato.

II.3.3. A bioldgiai ihletettségii informatikatol a rajintelligenciaig

Nulladik Neumann-elvnek [116] vehetnénk fel, hogy ,,masoljuk le az €16 szervezetek miiko-
dési elveit”. A hires magyar tudost ugyanis meglehetdsen érdekelte az agy miikodése, ponto-
sabban az, hogy hogyan lehetne az agykutatds tanulsagait felhasznélni szamitogépek tervezé-
séhez (egyik fontos munkajanak a cimében is szerepel az agy [117]). Késébb az els6 MI-mo-
delleket is az emberi agy idegsejtjeinek kapcsolatrendszere ihlette. Azonban a miiszaki tudo-
manyok nem csupan az agy miikodésébdl probalnak otleteket meriteni, a bioldgia szamtalan
felfedezését sikeriilt mar felhasznalnia a mérndkoknek, s6t egy j tudomany, a bionika (bionics)
kifejezetten az ilyen lehetdségek szambavételére koncentral.[118] Mivel az élet mitkddési mod-
janak megoldasait sem a Véletlen, sem a Teremtd nem védte le szabadalmi joggal, ez egy be-
lathatatlan méretli 6tletbankkeént all rendelkezéstinkre.

A bionika informatikai szegmensére, a bioldgiai ihletésii szadmitastechnikara (bio-inspired
computing) varhatoéan a jovében még nagyobb hangstly fog helyezddni. Hiszen bar az M1 nél-
kil is jol miikodik szdmtalan ilyen algoritmus, de az MI fejlédésével az ilyen Gtletek grafja

,viragba borult”, ujabb €s tjabb MI-iranyokat ihlet a bioldgia. Ennek néhany fontosabb teriilete
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cimszavakban: ' (1) Mesterséges idegi halozat, (2) Genetikai algoritmusok, (3) Populacids
modellek, (4) Genetikai programozds, (5) Membran szamitastechnika, (6) Sejtautomatak,
(7) Szamitogépes immunrendszerek, (8) DNS-szamitastechnika, (9) Rajintelligencia €s rajro-
botika, ezen beliil példaul részecskeraj optimalizalas vagy hangyatelep optimalizalas és még
sorolhatnank. Vagyis az MI bevonasaval is mar igen sokrétiien ,,Jlopunk” az élet miikodésének
megfigyelésébdl informatikai modszereket, és a lista folyamatosan boviil.

Mivel ekkora tudashalmazrol van sz, ezért itt csupan a populdciés modelleket tekintem at
példaként. Ezen tertilet egyarant tartalmaz MI nélkiili és MI-t hasznalé megoldasokat, tehat
rovid bemutatasa is érzékelteti a bioldgiai inspirdcio sokféleségét (€s témank szempontjabol
nem is sziikséges mindent megvizsgélni). A populacios modellek a hatékonyan miikodé allat-
kozosségek vilagabol meritenek Otleteket, vagyis etologiai megfigyeléseken alapulnak. Mivel
az ¢letbenmaradasért folytatott verseny évmilliok oOta fejleszti ezeket az €letkdzosségeket, el-
mondhat6, hogy elég optimalisan miikddnek, igy szdmos optimalizaciés feladat megoldasara
kindlnak a korabbiaknal sokkal hatékonyabb megoldast. Az egyik legrégebbi alteriiletrdl van
sz6: mar a kilencvenes évek elején megjelentek olyan algoritmusok, melyeket a hangyaknal
felfedezett feromonalapti kommunikaci6 inspiralt. A 2000-es évek elejétdl a hangyaboly-opti-
malizaciot szamtalan teriileten hasznaljak,''® még kibervédelemben [121] is. A bioldgiai ko-
z0sségek mikddésébdl szamos olyan algoritmusdtletet sikeriilt meriteni, melyeknél az MI is
segitheti a szamitogépes implementacid hatékonysagat. A teriilet attekintésé¢hez egy listat alli-
tottam 0ssze, am részletesebb kutatasat elhalasztottam, itt csak az elkésziilt felsorolast k6zlom:

e a mcéhraj-intelligencia (pl. a naperdmiivek optimalizalasara); [122]

e mesterséges halrajalgoritmus; [123]

e aszentjanosbogarak (fénylegyek) parzasi motivaciojat hasznalé modell; [124]

e pl. a pillangdalgoritmus; [125]

e akakukk tojasrakasa a Kakukk-keresésben; [126, pp. 105-116]'!"!

e a farkasvadaszat a Sziirke Farkas Optimalizaloban; [127]

o ¢rdekes tovabba ezek rendszerezése is [128], de szamos egy¢b igéretes kutatas is folyik.

Ezek mellett a biologiai szimbiotikus egyiittmiikodések tudatos atiiltetéseit is fel lehet hasz-

nalni [129], ezek az egyiittélés (mutualizmus), a kommenzalizmus,''? vagy a parazitizmus, sot

109 Az alabbi listaban szerepld teriiletekrdl egy rovid atfogd képet ad: [119].

110 A kdnyv elsd verzidja 2004-ben latott napvilagot, melyben a szerzék szdmos felhasznalési teriiletet is bemutat-
nak.[120]

1 Az itt felsorolt tobb algoritmus mellett szerepel ez is ebben a miiben.

112 Populaciok olyan kapcsolata, amely az egyik fél szamaéra el6nyds, a masiknak kozombos (pl. az iiriiléktermeld
allatok szamara k6zombosek az tirtilék feldolgozd organizmusok).
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ezek finomabb modelljei felé, vagyis egyre bonyolultabb egytittélési modellek algoritmus le-
képezése felé haladnak a fejlesztések. Megjegyzendd, hogy nem ezt hivjak szimbiotikus intel-
ligencianak (mint mar emlitettem): tehat ez a szokapcsolat nem a fajok egyiittélésébol vett MI-
modellekre utal, hanem az ember-gép egyiittélés optimalis komplementer megvalosulasara
hasznaljak [4], amelyre én Szinergikus MI-t javasoltam (I.2.1.).

Kicsit behatobban a rajintelligencia teriiletével foglalkoztam (melyet a populaciéos model-
lekhez szokas sorolni). Ugyanis ez nem csupan katonai szempontokbol nagyon igéretes teriilet,
hanem altalanos felértékelddésére szamitok. Felhaszndldsainak attekintése elétt nézziik meg,
mit is jelent ez a ,,rajmodell”.

Fentebb bemutattam, hogy a tobbi MI-modell alapjai a sejtek (neuronok), ahogyan egy szerv,
illetve az agy esetében. A raji intelligencia Iényege, hogy alkotorészei nem sejtek: a raj egye-
dekbdl (entitasokbol) all. Ezek az dGnmagukban is miikddo entitasok egyiitt, kozdsségben sokkal
sikeresebben ¢s hatékonyabban képesek a kornyezeti kihivasoknak megfelelni, mint egyénként.
Az ehhez sziikséges egylittmlikddés fontos mozzanatait igyeksziink az algoritmusokban fel-
hasznalni. A raj entitdsai kommunikalnak egymadssal, igy képesek a masik entitas 4ltal tanult
informaciot maguk is felhasznalni elsdsorban a k6zosség (illetve az aktualis kozds cél) szamara.
A raj hatékonysaga azért is nagyobb, mert Iényegtelen, melyik entitds ér el valami hasznos célt,
mert ha valamelyiknek sikeriil, akkor a k6zdsség maga érte el azt a célt. Bizonyos nagy kdzos-
ségekben az sem szamit, ha néhany entitds megszlinik (elpusztul) a megvaldsitas kozben. Pél-
daul, ha az egyik hangya ¢lelmet talal, akkor feromon jelzései altal a tobbiek akkor is képesek
lesznek hozzajutni és a boly egészét taplalni vele. Es a boly tovabb él akkor is, ha a keresés
vagy a megszerzés kozben meghal par szaz munkés hangya. Ennek katonai adaptaciojanal tehat
a cél elérhetd ugy is, ha néhany dront kilének a dronrajbol.

Informatikai megvaldsitas esetén az allatokhoz képest sokkal tokéletesebben adhaté at in-
formacio. Ezért egy Ml-raj entitasai egymastol sokkal tobbet tanulhatnak, mint amennyit a leg-
tobb €10 raj egyedei képesek egymasnak tanitani. Vagyis egy mesterséges raj esetén ilyen kdzos
tapasztalatokbol a cél elérésének leghatékonyabb modja gyorsabban csiszolodhat ki. A termé-
szetben is megfigyelhet6 az alkalmazkodés, amikor néhany generacio alatt az adott faj egyede-
inek képességei valami 1) helyzethez alkalmazkodnak, példaul a taplalék valtozasaval atalakul
a csoOriik, a hdmérséklettel Gsszefliggésben a szorzetiik, vagy egyes belsd szerveik erdsebbek
lesznek, mint mas populdcidban. Ehhez hasonldak, ahogy a raj-MI entitasai utodaikban modo-
sitjak sajat programkodjukat is, igy optimalisabba tehetik azt a kdzosség tapasztalatai alapjan.
E rovid 6sszefoglalo végén megemlitenddek a hierarchikusan és nem hierarchikusan szervezett

rajok. Vagy van falkavezér €s tobbféle rajszerep (pl. munkas és katona hangya) vagy nincs.
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erarchikus modellnél van egy kdzponti vezérldelem, ennek szerepét kdnnyen atveszi a ,,rang-
1dds”, amennyiben az az elem sériil vagy megsziinik vele a kommunikéci6é. Nem hierarchikus
rajok esetén nincs is sziikség kdzponti elemre. Ez a jelenlegi kdzpontositott MI-modszerekkel
szemben sokkal életképesebbnek tlinik, és ezzel visszaérkeztiink a rajintelligencia jovébeni je-
lentdségének vizsgalatdhoz.

Véleményem szerint a komplex MI-rendszerek architekturajaban alapvetd szerepe lesz ezek-
nek a fajta szervez6déseknek. Altalanos MI-fejlesztések esetében bizonyosan szamithatunk raj-
tobb mélytanuld gép rajba szervezése jelent majd nagy 1épést. Ezeknél a fentebb emlitett GAN-
rendszerekhez hasonldan, de azoknal jobban mitkddne egy versengéses-tanitas, hiszen kettdnél
tobb egyed versenyezne. Emellett a fejlett informacidomegosztastol a kooperacion keresztiil az
emberi kozdsség szamos hasznos tulajdonsaga is leképezddhetne.

Igy egy ,,mesterséges kozosségi intelligenciat” (artificial community intelligence, ACI, sajat
kifejezés!!'?) alkoto entitasrendszerekbdl 4116, Ssszetett MI-raj, méas néven mesterséges mélyen-
titas halozat (Artifitial DeepLearning Network — ADLN, sajat kifejezés) komoly 1épés lehet a
biztonsadgosabban ¢és emberibben miikodd gépek, modellek felé. Ennek megvalositasahoz min-
den adott, nincsenek olyan problémak, mint pl. a kiterjesztett ember koncepcional, tehat egy
belathatd jovon beliili megvaldsulasa boritékolhatd. Ezért is tartom fontosnak mar most meg-

kiilonboztetni a raj- €s a kdzpontositott modelleket a kiilonbozé MI-definiciokban.

II.3.4. A természetes nyelvfeldolgozas (NLP rendszerek)

Az utobbi évtized egyik leglatvanyosabb fejlddést megvaldsitd technoldgidja a Natural
Language Processing (NLP), vagyis a természetes nyelvek feldolgozasa. Par szoban 6ssze kell
foglalnunk legfontosabb dolgokat rola,''* mivel par éve hirtelen kiemelkedett az MI-szolgalta-
tasok koziil és igen divatos kérdéskorré valt. Elértiik ugyanis azt a szintet, hogy a gépek képesek
legyenek értelmezni a kznapi emberi kommunikéciot és szokéasos nyelvezettel reagalni ra. Ed-
dig a gép csak adatok kezelésére volt képes, ezzel kezdodott el egy valodi gépi informacioke-

zelés. Mas szoval a technoldgia igazi ereje €s ujdonsaga az, hogy most mar szinte informacio

113 Tlyen értelemben sajat, hiszen rakeresve olyan talalatokat kapunk, ahol nem egy entitashalozatot értenek alatta,
hanem csupan az MI hasznalatat az emberi k6zosségben. Pl. https://www.eitfood.eu/projects/eit-community-ar-
tificial-intelligence.

114 A témarol részletesebben is értekeztiink: [131].
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(= értelmezett adat) az, ami a gép inputjaban €és outputjdban megjelenik, mig kordbban az in-
formaciot nekiink kellett a gép szdmara kezelhetd adatta alakitani. Persze a nyelvi megfogal-
mazas is adatta alakitas — de az NLP lényege hasonldé az emberek kdzott megszokott kodolas-
dekodolas folyamattol, ettél emberszerti. Ezaltal kezdhetnek megvalosulni a ,,szimbiotikus MI”
(nalam szinergikus MI, 1.2.1.) néven mar emlitett torekvések, vagyis egy ember-gép egyiittmii-
kodés és egylittdolgozas, egy idedlis kooperacio.

Itt emlitendéek meg az in. NLG, azaz természetes nyelv generdld (Natural Language Ge-
neration) algoritmusok, mivel hasonl6 neviik zavard lehet. Kordbban ez kiilon fejlesztési tertilet
volt, amely az adatok értelmes szoveggé alakitasardl szolt. Ez az irdny napjainkra integralodott
az NLP-be.

Az NLP-rendszerek kisérleti verzioi régota nyilvanosak, de a ChatGPT-szolgéltatas 4-es
verzidja kapcsan robbant a kdztudatba a technologia, mely ugyan még nagyon sok tekintetben
szorul javitasra, mégis gy 2022-t61 hasznalhatova kezdett valni. Ez az attorés a személyi mik-
roszamitogépek megjelenéséhez hasonlithatd az 1980-as években, mert bar sokan hallottak a
szamitogépekrdl kordbban is, akkor valt megfizethetdvé, hogy barki sajat programokat irjon
egy konnyen tanulhaté programnyelv altal. A parhuzam jol ravilagit a technika kezdetlegessé-
gére, amit viszont ellensulyoz, hogy sok embert lepipal vilagos, nem sérté nyelvezete, mely
képes eltérd korosztalyok szdmara akar irodalmi, akar szleng stilusban fogalmazni, sét még
humora is van.!"

A technoldgia maris latvanyos valtozast hozott 1étre. Elsdsorban a programozo szakma ala-
kult at altala orias sebességgel: a kddolas alapjaindl €s szamos tesztelésnél mar most is szinte
minden cég az Ml-re tamaszkodik. A szakember hatarozza meg, hogy egy fliggvénynek mit
kell majd csindlnia, aztan ellendrzi és pontositja a generalt kodot, de igy is felgyorsult a fejlesz-
tés. Szamos nyelvhez k6t6do szolgaltatas ment tonkre, elsdésorban olyan forditdéirodak, melyek
felhasznaloi kézikonyveket és hasonldé nem-miivészi szovegeket forditottak. Ehhez hasonléan
varhato tovabbi sablonos szolgaltatasok vagy munkafunkciok munkaerdpiaci szerepének lenul-
lazodasa is. A fejlesztéseket erdsen motivalja az MIK T-rendszerek erésodése is, hiszen az azok-
ban keletkez6 oridsi mennyiségili szoveg feldolgozasa kizardlag szovegértelmezd gépekkel le-
hetséges. Az adattavak esetében ugyanis nem lehet lekérdezéskodot irni, mely a kivant valaszra

szliri a hagyomanyos (strukturalt, relacios) adatbazist. A karakteralapt kereséseken tul sziikség

115 Még kozelebb hozhatja az ilyen szolgaltatdsokat minden felhasznalohoz a Microsoft Copilot funkcio, mely a
megszokott MS Office dokumentumokba integral egy olyan parbeszédablakot, ahol természetes nyelven kérhe-
tiink tablazatmiveleteket, egy prezentacio legeneralasat, vagy egy levél adott szempontok szerinti udvarias meg-
valaszolasat és hasonl6 hasznos dolgokat. 1d. [132].
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volt egy jelentésre alapuld, ,,intelligens” keresésre is, mely képes zaros idon beliil a megfeleld
informdciot kinyerni egy adatto strukturalatlan halmazabol.[133] Ehhez pedig a gépnek értel-
meznie kell a szavak 6sszefliggéseit is.

Itt kiemelendd, hogy az NLP-rendszerek nem képesek ,,gépi értés”-re, de képesek egy szo-
veg gépi értelmezésére. Példaul egy frappans kritika szerint ,,a nagy nyelvi modellek csak abban
Jjok, hogy megmondjaik, hogyan kellene hangoznia a valasznak, am ez kiilonbozik attol, aminek
a valasznak lennie kellene” [20]. Ezért — bar latszolag irathatunk vele tanulmanyt, 6sszeallitha-
tunk prezentaciot, alkottathatunk leirdsbol képet vagy videodt stb., — az ilyen rendszerek teljesit-
ménye amulatba ejtd, de valdjaban csak egy nyelvi zsonglérmutatvany, egy jol betanitott szu-
per-papagdj tevékenysége. Egy hires iro szerint amikor az emberek felismerik egy adott tech-
nologia korlatait, akkor a kezdeti varazslatos jelleg szétmallik!'® — bar ez most még arrébb van.

Az technoldgiahoz sziikséges modellt a nyelvészet adta: a hagyomanyos, emberi szovegke-
zelés nyelvészeti szintjeinek megfeleléen hoztak 1étre az NLP rétegmodelljét.[134] Ezaltal ka-
rakterektdl (vagy hangoktol) a szovegkornyezet modositd hatasdig képes a gép minden szoveg-
réteg feldolgozasara, igy képes szoveget értelmezni vagy eldallitani. A szovegfeldolgozas egyik
kulcsfogalma a foken, melyre még nincs megfeleld magyar kifejezés. A token az NLP szolgal-
tatasokat felhasznalo oldalardl azt jelenti, hogy a gép egyben értelmez egy beszélgetést (bizo-
nyos karakterhatérig), és annak belsd Osszefliggései alapjan reagal. A technologia feldl viszont
a token, azt jelenti, hogy az NLP rétegenként, az adott réteghez tartoz6 specifikus részekre
bontja szét a szoveget (1gymond szintenként ,,tokenizalja” azt).[ 135] Fejlettebb NLP-k képesek
a szovegben rejlé hangulat érzékelésére, sot, kicsit hibas mondat értelmezésére is.

Bér sokan vagynak arra, hogy az NLP egy mindentudo, szinte gondolatolvasé varazslogép-
ként taldlja ki, hogy mit szeretnének, am a valdsag, hogy nekik kell megtanulniuk a gép nyelvét.
Ez nem annyira elvont nyelvezet, mint egy programozasi nyelv, mégis emberi intelligencia és
némi tudas kell a hatékony prompt (gépnek szo6l6 kérés) megfogalmazasahoz. Az alapos, de
nem szoszatyar, vilagos, és részletekre kiterjedd utasitasok fognak a szamunkra megfeleld va-
laszt adni, de ujszerii kérdésfeltevési stratégiakat is érdemes tervezniink ahhoz, hogy Osszetet-
tebb kérdésekre a géptdl a megfeleld valaszt kapjuk. Mindez tehat kissé nehézkesebb, mint a
hagyomanyos internetes keresokérdések, &m ha jol csinéltuk, €s szerencsénk van, akkor az ered-
mény messze meghaladja a bongészos keresések hatdsfokat. Ha nem jol csinaltuk, vagy a gép

nem tudja, akkor egyeldre rosszabb a hagyoméanyos modszernél, és talan ez a f6 oka, hogy az

116 Arthur C. Clarke a brit sci-fi {6 irta valahol, hogy barmely kellden fejlett technologia megkiilonboztethetetlen
a magiatol, am amikor valaki megérti a technologiat, a varazslat eltlinik.
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oriasi perspektiva ellenére magyar felhasznalok nagy része nem kezdte el még munkéjdhoz

hasznalni az NLP-t, vagy csak szorakozasbol probalta ki némelyik ingyenes szolgaltatast. Az

egyéb okokat kitalalhatja barki, aki hasznalt mar ilyen szolgaltatast, de a késébbiek miatt hasz-

nos sajat teszteléseim alapjan'!’” pontokba szednem a terjedés lassiisdganak okait, hiszen ez

egyben ramutat a népszeriiség varhato visszaesésére is.

A latvanyosan téves valaszok, valamint az olyan gépi hallucindciok, amikor ugy tesz a
gép, mintha tudna a valaszt, ir valamit, ami azonban kdszondviszonyban sincs a valo-
saggal (sok esetben belekérdezve kozli, hogy tévedett).

Egyre tobb szolgaltatasért kell fizetni, raadasul a magyar keresethez képest kissé dragak.
Igy, aki nem kényszeriil r4 a konkurencia miatt (pl. programozo cégek rakényszeriilnek)
az nehezen fog ra beruhazni.

Az el6z6 ponttal Osszefliggésben: az allamapparatus részérdl nem tortént 1épés ilyen
szolgaltatasok megvételére a kozszféra szamara.

Jol megirt promptokbol szamtalan érzékeny adatot ki lehet kovetkeztetni, ezért védelmi
szempontbol az el6zd pont érthetd és tamogatandd. Legfeljebb oktatéasi célokra vagy
allami szoftverfejlesztdi célokra vethetd fel allamilag finanszirozott NLP-szolgaltatas.
Magyarul sok szolgaltatds nem tud, vagy olyan forditot hasznal, amely pontatlan, igy az
angol nyelv megfeleld szintli ismeretének a hianya is gatolja, hogy példaul a kevésbé
képzett rétegben felmeriiljon a hasznalata (olyanoknal, akik hagyomanyos szamitogé-
pes szolgaltatdsokat azért hasznalnak).

Meglehetdsen kevés magyar forrast hasznalnak a kiilfoldi rendszerek, igy informacio-
miveleti szempontokat is felvet példaul a kdrnyezd allamokkal valo torténelmi vitdk
terén, hogy egy-egy szolgaltato kinek a szakanyagait teszi tanitdéadatta.

A jogi problémak miatt az NLP-k altal kezelt tudasbazist nehéz egyszerre hitelesen és
naprakészen tartani. A sajtdszabadsag még nehezen kezeli az alhirrel val6 informéacios
miuveleteket, és gépi automatikak segitségével az alhireknek csak egy része szlirheto ki.
Az emberek nem szeretnek 0j szemléletet tanulni. Akik 5-10-40 éve hasznaljak a ha-
gyomanyos szamitogépes megoldasokat, nehezen motivalhatok, hogy az MI-hez sziik-
séges paradigmavaltasra rdszanjak energidjukat és idejiiket — nem érnek ra ilyesmire...

(1d. vertikalis tanulas IV.5.1.)

17 Az itt leirtakat sajat tesztelések, harom sajat workshop és egy sajat cikk tuddsanyagabol allitottam dssze.
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Osszegezve: késdbb gyakran lesz sziikséges a fentebb vazolt ismeretanyagra. Az MI 4ltala-

crer

dosito tényezoket — taldn azért, mivel eleve ennyire fontos az MI-technologidk kozott.

11.3.1. Neuralis adatbazisok

A mélytanulas megjelenésével kézenfekvové valt egy olyan adatbaziskezelési rendszer fej-
lesztési igénye, amely mesterséges neuralis haldzatokat hasznal az adatok tarolasara, lekérésére
¢s elemzésére. Ezt valositjak meg a neuralis adatbazisok, amelyek nem tablakban taroljak az
adatokat, mint a hagyomanyos relacios adatbazisok. Erre csupdn érint6legesen térek itt ki, mert
a kiilonféle rendszerek 6sszemosddasanak példajahoz (V.1.2.) kapcsolodik.

Ennél a megkozelitésnél sokféle kiilonbozo strukturaban tarolhaté az adatokat, attol fiig-
gben, hogy milyen tipusu feladatokat kivannak majd az adatokkal megoldani. Ez a megoldas
részben a kevésbé ismert objektumorientalt adatbazismodellt viszi tovabb, mivel az objektumok
(tulajdonsagokkal és metodusokkal rendelkez6 adategységek) kozotti 6sszefliggések tanulasara
jol hasznalhaté az MI. A masik 6rokség a kulcs-érték parok, melyekben ilyen egyszerti 6ssze-
rendelésekre redukaljak a tarolt adatokat (kulcsokat rendelnek minden értékhez).[136] A hasz-
nalt neuralis halé tipusénak kivalasztasadra nem érdemes kitérni, a fentebb emlitett szamos mo-
dell megjelenik a szakirodalomban, de vektoros modellek vagy grafalapt haldzatok is.

Elényei a hagyoményos relacids adatbazisokkal szemben:

1. képesek Osszetett, igynevezett nemlinearis kapcsolatok modellezésére, vagyis hatékonyan
tudnak modellezni olyan bonyolult 6sszefliggéseket az adatok kozott, amelyeket a hagyo-
manyos relacios adatbazisok nem képesek kezelni;

2. pontosabb eldrejelzéseket adnak, az adatok mogotti rejtett mintak azonositasa altal.

3. képesek alkalmazkodni az 0j adatokhoz (tanulni), ami id6vel jelentdsen javitja az adatbazis
teljesitményét;

4. eleve hatékonyan alkalmazhatok adatbanyészati €s anomaliaészlelési feladatokhoz minta-
felismerd képességiik révén, igy egy adattd szamara idedlis alap.

Természetesen hatranyai is vannak, hiszen nagyobb szamitasi teljesitményt igényel (a neu-
ralis halozatok tanitasa és futtatisa miatt), nagy mennyiségli adatra van sziiksége a hatékony
mitkddéshez, valamint itt is probléma az M1 ,,fekete doboz jellege”, ami megneheziti a hibake-

resést és a magyarazatot, hiszen a pontos miitkddése nehezen érthetd.
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I1.4. RESZOSSZEFOGLALAS: MILYEN AZ MI KivUL ES BELUL?

Osszegzés. Bar a kijelolt témak rovid osszefoglaldsa nem kis kihivas volt, de sikeriilt a ter-
vezett mennyiségi keret kdzelében tartani a K2, vagyis a tanulas és technologia kérdéskorének
vizsgalatat. Nem csupan bemutattam azokat a modern technologidkat, melyek az MI igazi ha-
tékonysagaval szorosan Osszefliggenek, de ezek kozos halmazat is elneveztem (Id. R2.1.). A
mélytanulasi modellek ilyen kivonatolt vazlata is bemutatta mindazt, amit tudni sziikséges az
alapvetd félreértések elkeriiléséhez, vagyis a P1 témakor helyes vizsgalatahoz. Végiil olyan vo-
natkozasokat irtam le, melyek elsdsorban a P2 védelmi témakorhoz kapesolodnak. Kiemelem,
hogy a fejezetben leirtakat eddig is sikeresen hasznaltam az oktatas soran, a bemutatas kiilon-

b6z6 mélységgel emelheto ki, igy jol illeszkedik alapoz6 kurzusokba a katonai felsdoktatasban.

Pl-gyel és P2-vel egyarant kapcsolatos kovetkeztetések
R2.1: Erdemes egy gyiijtéfogalmat hasznalni arra a technologiakérre, amellyel dsszefonddva
képes az MI igazan jol teljesiteni (I1.1.). Javaslatom az MIKT (Mesterséges Intelligencia
¢s Hozza Kapcsolodo Technologidk).
R2.2: A rajintelligencianak kiemelt jelentéséget kell adni mind az MI-fogalom, mind a védelmi

szempontok vonatkozasaban (I1.3.3.).

Pl-gyel kapcsolatos kovetkeztetések

R2.3 A ,pszeudo-tanulas” fogalmanak segitségével vilagosabba lehet tenni a mély-
tanulds és a hagyomanyos (valtozokba, adatbazisba vald) adatgytijtés kozotti kiilonbsé-
get.

R2.4. A szinergia megvalositasa fontos elvaras az MI-technologia felé és a definicibban meg-
jelenitendd (tartalma: ember és gép egymast kiegészitve képes dolgozni, 1.2.1.). Az erre

val6 torekvés a természetes nyelvfeldolgozas kapcsan érzékelhet6 (11.3.4.).

P2-vel kapcsolatos kovetkeztetések

R2.5. A fejezet nagy része jol hasznalhatd a katonai felsdoktatasban, jegyzetként vagy tan-

anyagként.

86



III. AZ AUTONOMIA ANATOMIAJA

Minden j6 dontés alapja, hogy a dontéshozd megfeleléen tudjon €lni a szabadsagéaval, ne
pedig visszaéljen vele. Az intelligencia segithet megitélni, hogy mi a helyes. Az intelligencia
pedig a tanulds révén lesz képes erre az itéletre. Ez az embereknél régota igy van, de a szami-
tastechnika altal a gépek is elkezdtek az ember helyett donteni, (ijabban pedig tanulési képes-
ségiik altal képesek meg is itélni bizonyos dolgokat, ami a szabadsag érzetét kelti. Ezért az
intelligencia és a tanulas elemzése utan — ezek kdvetkezményeként — sziikséges megvizsgalni
az autonomia fogalom tartalmat is, részben az MI-fogalomhoz vezet6 attekintés (C1) részeként,
de még inkébb a védelmi (C2) cél alapjan. Ezen két irany mentén redukaltam ezt a meglehetd-
sen nehéz teriiletet a K3 kérdéskor'!® rovid attekintésévé. Az alapkérdés az emberi és gépi au-
tondmia hasonlésagaira ¢és kiilonbségeire irdnyul, mely mddszertanilag gy ragadhatdé meg, ha
fokozatokban definialjuk az autonémia megvaldsulasat mindkét esetre, majd Osszevetjiik eze-
ket a szinteket. Ennek érdekében a vizsgalat soran az emberi autonémia attekintése (I11.1.) és a
sajat szintek meghatarozasa (IV.2.) utan tekintem at a gépi autonomiat, annak szokésos szintjeit
(IV.3.), majd javaslok ra egy sajat alternativat (IV.4.). Ezek alapjan tudom 0sszehasonlitani a
kétféle autonomiat (IV.5.). (Bér a témahoz kapcsolddhatna, de nem szeretnék a jogi vonatko-

zasokra kitérni.)

III.1. AUTONOMIA AZ EMBEREKNEL: ETIMOLOGIA, MEGHATAROZAS ES

ALAPFELOSZTAS

crer

ket, torvényszeriiségeket jelent. Ez szerepel a kiilonféle tudomanynevekben is (asztrondmia,
okondmia), amelyek az adott teriilet torvényszeriiségeit kutatjak. Az auto elétag egy ismertebb
képzd, ami altaldban jol magyarithat6 a magyar ,,0n-" el6taggal. Tehat az auto-némia szoszerint
ontorvenytiseg(ek) jelentéssel lenne fordithato, de igy nem hasznalatos. Viszont ez a jelentés a
latin nyelvii népeknél erdsitheti az autoném MI-td] valo félelmeket. Elsé megkozelitésben!! a

kovetkezé meghatarozas adhato:

118 K3: Az autondmia kérdéskore: Hogyan ragadhaté meg az autonémia gépi és emberi megva-lésuldsa, mik a
f0bb jellemzGik és a f6bb kiilonbségeik?

119 Ehhez a kiindulasi alap egy technikai (katonai) megkozelités volt, melyet teljesen atfogalmaztam.[3]
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Altaldnossdagban az autonémia az a képesség, hogy valaki vagy valami egy-egy bi-
zonytalan helyzetre onalloan alkot meg egy dontést, melyben a kiilonbozo lehetséges

cselekvesi modok koziil valaszt, és végre is hajtja a valasztott cselekvést.

Kiemelend¢ a reakcid belefogalmazasa a fogalomba, hiszen ez a 1ényege: ezaltal emelkedik
ki az eredmény az elméleti lehetdségek szintjébdl, €s valik valodi, kovetkezményekkel jaro
dontéssé. Fontos tovabba, hogy a ,,valaki vagy valami” alatt egyedek kozosségét is érthetjiik.
Példaul amikor onrendelkezés értelmében hasznaljuk az autondmia szot, kozosségek vagy te-
riiletek jogi statuszara utalva.

A szabadsag néhol 6sszemosddik az autonémiaval, ami nem véletlen. A szabadsag szo6 arra
a lehetoségre utal, hogy az entitas a dontését végrehajthatja kiilsé korlatozas nélkiil. A szabad-
sag tehat egy tagabb jelentéshalmazu kifejezés, melynek része az autondmia, ami arra a képes-
segre utal, hogy az entitas képes maga meghozni a dontést. Tehat amikor a gépek szabadsagarol
besz¢liink, akkor az egyszerre utal arra, hogy a gépeknek van dontéshoz6 és dontésvégrehajtd
képessége, valamint arra, hogy a kdrnyezete hagyja a gépet, hogy a sajat dontését hajtsa végre.
Ezek alapjan egy frappansabb (de pontatlanabb) meghatarozas az autonémidra: az autonomia
a szabad cselekvés kepessége.

Az ember és a gép autondmidjanak Gsszevetéséhez eldszor kiilon-kiilon érdemes Oket ke-
zelni. El6szor az emberi oldalt vizsgaljuk meg. Azt érdemes megprobalni megragadni, hogy
mibdl is fakadhat egy emberi dontés €s annak szabadsaga. Ezt célszerli azonban tigy megkoze-
liteni, hogy tekintettel legyiink arra a kérdésre is, hogy az adott kategéria mennyiben gépiesit-
hetd. Ezért atlépve a kérdéskor torténeti taglaldsan, és az abban szerepld felosztdsokon, gy
vélem, érdemesnek tiinik egybdl egy olyan felosztashoz 1épni, mely egy gépi autonomiaval

foglalkozo szerzén'?

alapul. Az autondémia és a moralitas szintjeit itt csupan vazlatosan koz-
16m, viszont tovabbi szakirodalomi észrevételek!?! figyelembevételével, a forrasokétol eltérd

sorrendben.

0. racionalis autondémia (funkcionalis moralitas): A dontéshoz6 mérlegel, és az altala legsu-
lyosabbnak tartott okok alapjan cselekszik.

1. dontési autonémia (operativ moralitas): A dontéshozd nem csupan a meghatarozott oksagi
matrix alapjan mérlegel és dont, hanem dontéshozé képessége egyre optimalisabb donté-

seket képes hozni (6ntanulas altal képes fejlodni).

120 Az angol forras a ,,dontéshozo” helyett kifejezetten az gépre utalé ,,dgens” szot hasznalja.[137]
121 T5bb kifejezést a magyar interpretator terminologiaja, vagy sajat megkozelités szerint koz16k.[30, pp. 137.]
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erkdlcesi autondmia (elvhii moralitas): A dontéshozé sajat erkdlesi meggy6zddése és elvei
alapjan valaszt a lehetdségek koziil.
személyes autondmia (teljes moralitas): A cselekvé maga hatdrozza meg magatartasat a

legbecsesebb értékei szerint, ami személyes értékrendet és életcélokat feltételez.

A fenti lista tehat gy fogalmaz, hogy az érvényes legyen gépre és emberre egyarant — még-

sem voltam vele elégedett, mivel tulsagosan a gép feldli megkozelitésben maradt.

II1.2. ALTALANOS NEGY-TiPUSOS AUTONOMIAFELOSZTAS (4TA)

Az iménti megfogalmazasok a kérdéskor ujragondoléasat igényelték, melyet a kdvetkezd

szempontok szerint végeztem el:

Megkézelitésemben szerepet kap a dontési vektor.!?? Ez az eredd vektor alapvetden a mult
tapasztalataibol (dontések kovetkezményeinek tanuldsabol), és a jovo felé mutatd remény-
bdl tevddik dssze (reméljiik, hogy dontésiink a vart eredményt, vagy a legkisebb rosszat
hozza). Ezek tovabbi részvektorokra oszthatok, ezeket vizsgalom, és a részvektorok eltéré-
seibdl jonnek 1étre a megfogalmazott tipusok.

Amikor ez a dontési vektor nullahoz kozeli, vagyis a figyelembe vett tényezokbdl adodo
részvektorok ereddje ,kioltja egymast”, akkor kézenfekvd megoldas a kovetkezd szintre
1épni (ha van ré id9).

Az alabbi pontokat azonban nem szabad pusztan hierarchikus szinteknek tekinteni. Egy fel-
nétt szamadra az itt szétvalasztott tipusok inkabb a kiilonbozd jellegli problémakra adhatnak
megfelelobb kezelési keretet. Ha valaki szdmara egy adott probléma stlyosabb, akkor ma-
gasabb szamozast mélységben fogja ra keresni a valaszt (a negyedik tipusra ez nem érvé-
nyes). Annyiban azonban szinteket képviselnek, hogy a magasabb szdmozasu megkdozelité-
sekhez érettség sziikséges, tehat az ilyen viselkedés a tanulds (nem iskolai értelemben) sze-
mélyiségformald hatdsain alapul.

A terminoldgia szempontjabol fontos, hogy nem elvi dontéseket elemzek, hanem ¢les hely-
zeteket, ahol nem az szamit, hogy az illetd egy moralizalo beszélgetésben hogyan nyilatko-
zott. Ezt a terminologidban ugy jelzem, hogy viselkedéstipusokat tarsitok hozzajuk. Ezek
természetesen moralis tipusok is egyben, am ez a tettkozépponti szohasznalat a kiilonb6z6

autonomiatipusokatjobban pontositja.

122 Ehhez a Lewin-féle mez6elmélet adja az alapot.[138]
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A késébbi hivatkozhatdsag érdekében az alabbi szinteket elneveztem Altalanos Négytipusu
Autondmia Felosztasnak, am az egyszerliség kedvéért csupan Négytipusit Autonomidnak hi-

vom, igy a 4TA roviditéssel utalok majd ra (az A4TAF nehézkes lenne).

II1.2.1. Egyszeriisitd autonomia (rutin alapu viselkedés)

A dontéshozo a konnyebb és gyorsabb dontés érdekében leegyszeriisiti a kérdést néhany
kiils6 tényezdre, €s azok koziil észérvekkel valaszt. Az egyszertsités soran néhany érzékszer-
vére, a rutinjara, a trividlis érvekre, és sokszor (elég jelentdsen) egy €rzelmi attitlidre tamasz-
kodik. A prioritasok és a dontési ereddvektor altaldban elég egyértelmi, igy a dontéshoz6 sza-
mara objektivnek és racionalitdsnak tlinhet a dontésébdl kovetkezd cselekvés, bar ez objekti-
vebb és szélesebb tényrendszer alapjan (operativ tipusuként) kezelve a kérdéskort sokszor meg-
kérddjelezhetd.

Elénye ennek a médszernek, hogy gyors, tovabba, hogy szokédsos problémakra jo arannyal
hozhatdak helyes megoldasok rutinszerien. Hatranya kézenfekvd: Osszetettebb kérdésnél al-
kalmazva rossz iranyt mutathat a szerepet jatszo tényezok alapjan tett leegyszeriisités. Példaul
egy cég egyik gyaregysége veszteséges, ezért logikus egy régi gondolkodasu vezetés megszo-
kott eljarasa szerint bezarni a részleget, nagyszamu leépitést okozva.

Az ilyen tipust dontés ,,beliilrél” nézve kicsit determinisztikus, esetlinkben a ,,vagy bezarjuk
a céget vagy tonkremegylink” logikaba zarulhat a dontéshoz6, de némi bizonytalansag van
benne. Egyik f6 bizonytalansagi tényezd (emberek esetében), hogy nem 1ép-e at a dontéshozod
a priorizal6 szintre (elkezd megoldasokat keresni).

Az érzelmi attitlid mozdithatja a dontést nem csupan negativ, hanem pozitiv irdnyba is, foleg,
ha bevallottan érzelmi. Példaul a fiatal cégvezetd, aki egyiitt nétt fel a munkasokkal, nem akarja
a bezaras sablonjat hasznalni, megoldast kezd keresni. Mas esetben az érzelmi hatterti logikat
sokszor az elme racionalis oknak tiinteti fel, ilyenkor nagyobb eséllyel negativ irdnyba mozdit.
Példaul amikor a katona azért nem teljesiti a parancsot, mert gyavasdga meggy0zi 6t arrol, hogy
parancsmegtagadasa a logikus dontés, és ebben a logikaban egy hadbirdsag kisebb rossznak
tlinik (,,hatha csak lecsuknak, és tulélem”), mint az életveszély. (Pedig lehet, hogy jozanabbul
atgondolva épp a parancs mentené¢ meg egyébként az életét, de ezt az adott helyzetbe szlikiilve

(egyszeriisitve) nem képes atlatni.)

I11.2.2. Osszesitd autondmia (priorizald viselkedés)

A helyzetet nem a megszokdsok alapjan, rutinbdl kezeli a dontéshozd, hanem egyedileg:

igyekszik elemzéssel tobb dontési tényezdt felvazolni, és azok vérhato eldnyeit és hatranyait
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meghatarozott prioritassal figyelembe véve kapni meg a dontési vektort. ElIonye, hogy helyesen
alkalmazva (példaul szabalyok altal elére rogzitve a varhatdan kérdéses prioritasokat) az 9sz-
szetett helyzetek is jol kezelhetdek. Ez a dontési tipus is timogathato tehat szabalyzasok, elja-
rasrendek, tervek stb. altal, de abban tér el az el6z6tdl, hogy egy Osszetett helyzetben sok var-
hato (tervezett, szabalyozott) és varatlan (egyedi) tényezd egyiittes figyelembevételére is képes.
Vagyis képes sajatos, és széleskorli tudast igényld, valamint dsszefiiggéseket figyelembe vevo
dontésekre is. Nem idedlis ez az autondomia, ha gyors dontésre van sziikség (akkor az el6z6
tipus jobb), vagy ha egy kiilonleges esetben kell donteni (ekkor a kdvetkezo szintre kell 1€pni).

A fenti ,,gyarrészlegbezaras™ szituacio esetében példaul egy helyzetelemzés soran kidertil-
het, hogy az elbocsatas médiavisszhangja tobbet art a cég egészének, mint maga a részleg, tehat
anyagilag érdemes valami ligyesebb stratégiat alkalmazni (fliggetleniil az el6z6 példa érzelmi
tényezdjétol); példaul atképzéssel €s atcsoportositassal a nagylétszdmu elbocsatds minimalizal-
hato. Egy katonai szituacioban egy tisztnek a helyzetet beliilrdl értékelve eszébe juthat egy ha-
sonlo helyzetrdl szo610 torténet, amely alapjan jo és szabalyos megoldast talal az adott helyzet-
ben a kijeldlt cél elérésére.

Tehat egy halovany kreativitas is megjelenik, mely azonban igazabo6l Gijszeriti megoldast nem
eredményez. Az ilyen szintli szabadsagnal még nem keletkeznek eredeti, sajatos dontések, a
dontéshozo csupan masok bevalt dontéseit képes kreativan megtalalni és adaptalni az adott
helyzetre. Bizonyos tényez6k kreativ elhanyagolasara is sziikség lehet, hiszen hib4san alkalma-
zéasa a talbonyolitas, mely konnyen vezethet hezitalashoz, a dontés halogatasahoz, a tal sok

részvektor egyiittes kezelése miatt. Mar ez a szint is eltérhet kultaranként.

I11.2.3. Szabalymogotti autondmia (szabalyértd viselkedés)

A dontéshozo6 a szerinte elvart tdrsadalmi normak alapjan kezeli a pontos szabalyok alapjan
nem megoldhatéd helyzetet. Azaz igyekszik a konkrét szabalyokat 1étrehozd, mogottes elvek
megértésébdl kiindulni, azokat érvényesiteni, amikor nincs alkalmazhat6 szabaly. Ez csak ak-
kor miikddik, ha az illetd sajat erkdlesi rendszerébe beépitette ezeket a szabalyok mogotti elve-
ket. Vagyis itt is az elvarasok mentén (szocializacioja soran) kialakitott elvei szerint cselekszik,
de kénytelen egy ,,belsd végrehajtasi rendeletet” krealni, amikor a szabalyok nem adnak ele-
gendd tampontot a cselekvéshez. Tehat képes egy hidnyzé vagy hidnyos lefektetett szabalyt
pétolni vagy pontositani, és ha sikeresen dont, utdlag akar rogzitett szaballya is valhat az ilyen
improvizalt hianypotlas.

Ez a szint tehat mar erkolcsi érzéket var el a dontéshozotol. Az erkdlesi érzék alatt itt egy

kifinomult tarsadalmi érzéket értek, mely képes a megfelelé kompromisszum megtaldlasara a
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kornyezet sokszor ellentmondasos elvarasai kozott, €s ebbe organikusan illeszti bele sajat szem-
pontjait. Ez a fajta érzék egy mélyebb és intuitivabb kreativitas altal valogat, mint az el6z6
tipus, hiszen nem csupan félkész megolddsokat adaptal, hanem képes 0j valaszt is talalni.'*

Ez alapjan egy katona egy 0sszetett és problémas helyzetben talan feliilértékeli a kapott pa-
rancs egyes részleteit, ¢s amennyiben ezt nem félelme miatt teszi, hanem mert kreativ megol-
dast talalt a kijelolt cél elérésére (természetesen ezzel magara vallalva tévedésének esetleg su-
lyos kovetkezményeit), akkor pozitivan értékelhetd. Egy tlizesetbdl vett példa erre masképp
mutat ra: egy polgar kisegiti egy kézepesen magas ablakon a gyermeket is és az iddset is, nem
pedig dont a két eset kozott, hogy melyiket mentse meg. Igy ugyan eltérhet a labuk, de mind-
ketté megmenekiil. Az illetd nem ismeri az erre vonatkozo szabélyokat, de az élet értékének
torvényét kreativan alkalmazva képes cselekedni.

Fontos, hogy azért sziikséges itt egy valodibb kreativitas, mivel a jo6 dontést altalaban nem
az adott dilemma kettdsségének szintjén (vagy akar sok hasonl6 eset kozott) kell keresni, hanem
képessé kell valni ,,egyet hatralépve” a problémat egy nagyobb térben tjraértelmezni. Gyakran
egy nehéz problémara az élet egy masik teriiletén hozott dontés hatdsa lesz a megoldas (igaz,
nem kozvetlentil). Példaul a stresszes munkahely levaltasa oldja meg a parkapcsolati problémat.
Ilyen tipusu jo dontést hozni az embereknek is csupan kisebb része képes — ezzel eldrevetiil az
ilyen autondmia gépi modellezhetdségének rendkiviili nehézsége is.

R4 kell mutatni tovabba, hogy kultiranként markansan eltér a szabalyok mogotti értékrend.
Pé¢ldaul arra a helyzetre, hogy milyen sorrendben hozzuk ki az embereket az ¢g6 hazbol, eltérd
valaszt kapunk attol fiiggden, hogy az iddsek tisztelete a helyi elvart prioritas, vagy ,,a fiatalok
elott all az élet” elve hatja at a kozfelfogast. Ez alapjan fogja valamelyiket eldnyben részesiteni
a mentésbe beszallo dnkéntes, akire nem mondhato, hogy rutin, vagy tapasztalat alapjan dont,

csupan a kozfelfogast alkalmazza.

I1.2.4. Széls6helyzeti autondomia (hdsies vagy 6nz6 viselkedés)

A dontéshozd nem tarsadalmi konvenciok és elvarasok figyelembevételével dont, hanem
azokat meghaladva vagy alulmulva. A szabalyértd viselkedéshez képest az alapvetd eltérés,
hogy az ilyen dontési képességek csak szélsdséges helyzetben jonnek felszinre, amikor nincs

1d6 a dontésre, és kialakult rutin sem lehet rd. A kreativitds és racionalitds csak lenyomatként

123 Felmeriil, hogy ide soroljuk a megfelelé kommunikacio képességét is, mely a nehéz dontéseket képes olyan
formaba 6ltoztetni (ugy megfogalmazni), hogy minden érintett szamara elfogadhato legyen. (Hiszen a nehéz don-

téseknek mindig része az a kommunikacid, ahogyan indokoljak 6ket.)
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marad jelen ilyen dontéseknél, végiggondolas vagy otletelés szoba sem johet. Sokszor két ,,tul
nagy rossz” kozott kell gyorsan donteni. Ezért a dontés irdnyvektorat a korabbi €let soran kifej-
16dott egyéniség hatarozza meg, ez alapjan sziiletik meg a véalasztott, é&s megcselekedett reakcio.
Az emberek esetében itt deriil ki, hogy ,,valdjaban ki, milyen ember”, konnyen feltarul az illetd
onzetlensége vagy onzése is, ha a legtobb jot hozo dontés szdmara negativ kovetkezményekkel
jar.

A kérdést neheziti, hogy az individualizacié nyugaton Ggy hatott az értékrendekre, hogy a
konvenciok koziil kikeriilt annak elvarasa, hogy valaki sajat maga szamara hatranyos dontést
hozzon. Sokan értékelik még az aldozatot, de ezek jo része kozben mar megértd az dnzéssel
szemben is, egyesek pedig egyenesen ostobasagnak tartjak az onzetlenséget. Példaul sokakban
kivalt még némi elismerést egy olyan radikalisan sportszerii megoldas, amikor valaki egy futo-
versenyen a cél elott sszeesett ellenfelét becipeli a célba. Itt elévehetjiik a katonai példat is:
valaki egy vészterhes szitudcioban lehet hosies, sajat élete aran védve meg a tobbiek életét.
Van, aki tiszteli az ilyen batorsagot, de megértd akkor is, ha a katona 6nzd, és csak a sajat
¢letével torddve tarsait veszni hagyja, hiszen sajat gyengeségébdl indul ki. Innen csak egy 1€pés
ostobanak is nézni a hdsies embereket, azt hangoztatva, hogy ,,6 ugyan otthagyta volna a sport-
tarsat, miért nem edzett tobbet”, vagy bajtarsait, mert ,,nekem is csak egy életem van”.

Ez kifejezetten a racionalis szint meghaladésa olyan intuicié mentén, ami szerint egy irraci-
onalis tett utdlagos eredménye is lehet irracionalis, vagyis teljesen mas, mint amit az okoskodé
elme kovetkezményként elvar. gy a katona hdsként is taléli az 6nfelaldozasat, és nyugodt lehet
a lelkiismerete, hogy megtett mindent, s6t komoly elismeréseket is kap — ugyanakkor nem biz-
tos, hogy gydvasdga megmenti életét (vagy testi épségét) a tobbiek élete aran. A sportszerti
sportolo pedig talan elvesziti az éremmel jar6 anyagi elényoket, de tette miatt ezutan bizalom
veszi koriil, az emberek hiteles emberként tekintenek (fel) ra.

Az, hogy az onfelaldozas, €s igazabdl az 6nzetlenség egyre inkabb kikertil a tarsadalmi sza-
balyok és elvarasok koziil, igy is mondhato, hogy kikeriil az el6z6 két moralis kategoriabol (az
egyszerlsité autonomidnal ilyen még nem meriil fel). Bizonyos hivatasok még vallaljak ezt, de
az ilyen hivatast egyre kevesebben valasztjak belso indittatasbol, 6szintén — igy kérdéses, hogy
képesek-e majd egy széls6helyzetben'?* igazi aldozatot hozni. Erdekes, hogy sokan ezekben a

hivatasokban (pl. katonai, rendészeti, katasztréfavédelmi, egészségiigyi, pedagogiai) sokan lat-

124 Azért hasznalom ezt a sz6t, mivel nem pontosan a jaspersi értelemben vett ,,hatarhelyzetekre” gondolok, hanem
sokkal egyszeriibb szituacidkban is bekdvetkez0, varatlan, de feleldés dontést igényld helyzetekre.

93



nak nagy perspektivakat az MI szamara. Itt megjegyzendd, hogy a hdsiesség nem csupan kike-
riillt az elvarasokbol, hanem sokszor szabalyellenes is, egyébként joggal. Példaul afenti tiizeset-
nél konnyen lehet a dontés hatterében egy jozan veszélyvallalas helyett a ,,h6skodés”, ami csak
ront a helyzeten.

A fentebb leirtak miatt az eldnydk és hatranyok nehezen értelmezhetdek ebben a szabadsag-
tipusban. Am a tipus definialasat fontosnak tartottam annak ellenére, hogy ez a megkozelités
nem az individualista etika mentén torténik. Globalis szempontbol tartom elhagyhatatlannak,
hiszen tobbféle kulturalis hattér alapjan értelmezhetdek a fentiek, még ha a nyugati gondolko-
dasban idegeniil hangzanak is. A védelmi szempont miatt azonban nem korlatozddhat jelen

dolgozat megkozelitése a nyugati etikara.

II1.3. A GEPI AUTONOMIA ALAPVIZSGALATA

Térjiink ra a gépek dontéseire azzal a céllal, hogy dsszevethessiik a gépi és emberi autono-
miat. Ehhez eldbb sok mindent kell tisztazni el6szor fogalmilag, majd itt is érdemes egy sajat

felosztast 1étrehozni.

II1.3.1. Az automatika €s a gépgeneraciok

A gépek fejlodésében az elsd nagy attorés az automatika kialakulasa volt, de mint 14tni fog-
juk az autonomnak hivott gépeket is lehet automatédknak tekinteni. Az embernél is vannak au-
tomatikus reakciok, ezeket altalaban Osztoneink iranyitjak (pl. Osszerezzenés hirtelen erds
hanghatésra), de a gépek esetében masfeldl kell kozeliteni a fogalomhoz. Nézziik azonban el6-

szOr azt a megkozelitést, hogy mi az alapvetd kiilonbség a kétféle Snmitkddés kozott.

Az automata rovid jelentése: emberi beavatkozas nélkiil is t6bb lépésbol allo fel-

adatok elvégzésére képes gép.

A gépi autonomia az, amikor egy gép miikodése a rendszer sajat helyzetfelismere-

sén, tervezésen és dontéshozatalan alapul, a kijelolt feladat elérése érdekében.

Az autondmia rovid meghatarozasat atvettem [12], az automata megfogalmazasa sajat, €s a
definicidk arra hivatottak, hogy a ketté egymas mell¢ allitasa ravilagitson szétvalasztasuk szo-
kasos moédjara. Tanulméanyomban, — féleg ebben a fejezetben, — dltalaban kénytelen vagyok az
autondmia szo6t is hasznalni, annak ellenére, hogy nem tartom pontos kifejezésnek. Ugyanis ez
terjedt el, tehat segit a magyarazatban, €¢s — az emberi autondmiaval valo 6sszevetésben — emel-
lett van kiilonbség az ,,onmaguktol” mikodo gépek két tipusa kozott, tehat jogos a hagyoma-

nyos automatikatol valé megkiilonboztetés valamilyen forméaja.
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De az automatikat is fontos alaposabban elemezni a gépi autondémia szokasos megkozelité-
sének tovabbgondoldsdhoz. A technika fejlédése sokféleképpen oszthatd fejlodési iranyokra és
korszakokra, itt az egyszeriiség kedvéért egy sajat felosztast kozlok. Ezek a generaciok nem
elsésorban az idében értelmezenddek, mivel sokszor egy-egy teriileten mar a masodik genera-

cios gépekrol beszélhetiink, mig a mésik teriileten éppen megjelennek az elsé megoldasok.

0. A nulladik generacios gépek inkabb csak iigyes eszk6zok, melyek évezredeken keresztiil
konnyitették meg az emberek feladatait.

1. Az elsd generacids gépeknél a nulladikhoz képest két f6 ugrastipust kiilonboztethetlink
meg.

a. Egyik tipusdban a lényeg, hogy a technolégia altal kap energiat miikodéséhez egy
szerkezet, nem pedig allati vagy emberi er6 altal. Ezekben a meghajtas lehet egy rugo,
gbéznyomas, elektromossag, kémiai atalakuldsok stb. Az ilyen gép nem feltétleniil halad:
lehet, hogy vilagit vagy megdrdokiti pillanatot, adatot tovabbit gyorsan messzire.

b. A masik tipusa esetében a technika altal az emberi képességek terjesztodnek ki. Ezek
energiaforrasa sokszor emberi vagy mas természetes energiaforras. Viszont az ilyen gé-
pek képesek pl. a levegdben siklani vagy lebegni, egy attétellel (kerékpar) egy vagtazo

lovat lehagyni, gyorsan és pontosan szamolni (fogaskerekes, tekerds szamologépek).

nika adja. A gép tudja a sormintat emberi jelenlét nélkiil is (sz0vogép), egyetlen gép tobb-
féle részfeladatot magatol elvégez, s6t kezelhet egyszerli problémakat is, pl. elakaddsnal
jelez és megall. Az ilyen gép emberi értelemben soha nem mérlegel, minden dontést az
ember elére meghoz. A gép nem szabadon valaszt a lehetéségek koziil, hanem valasztasa-
nak pontos feltételei az el6zetes emberi dontés részei, melyeket a gépi dontés csak érvényre
juttat. Sokféle bonyolultsdggal és modszerrel alkothaté meg ilyen rendszer, a mechanikus
(fogaskerekes) konstrukcioktol a szamitogépes processzorokig. Szamos felosztas és példa
hozhato a szovOgépektdl és a hagyomanyos automata sebességvaltoktol kezdve (mechani-
kus automatak) egy vizforrald lekapcsolodasan at (elektronikus automatak) egy robotka-
rokkal hegesztd autogyar vagy egy laptop Osszetett rendszeréig (script-automatak).

3. A harmadik generacioban a gépek elkezdtek nem-determinisztikusan, hanem a tanult min-

tak alapjan donteni — err6l még bdven lesz szo.

125

A script-automatékra = viszont itt alaposabban ki kell térnem, mivel ezek tiinhetnek 6nallo-

nak. A tobbi automatdhoz képest jelentds eltérés, hogy a programkéd képes kezelni egy sor

125 Programkod (script) alapjan miikodd automatak.
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mukodés kozben bekdvetkezd eseményt is. Ezt haromféle emberi beavatkozassal vagy valami-
lyen szenzoradattal lehet befolyasolni. A legtobb eldgazast (dontést) a programozd (1) hata-
rozza meg. Sokféle dontést az lizemeltetd operatorok (2) allitanak be, a programozok altal elo-
készitett beallitashalmaz lehetéségein beliil (pl. hogy a képernyd zarjon le 10 perc inaktivitas
utan). Bizonyos esetekben a felhasznalot (3) kérdezi meg a rendszer, miel6tt tovabblépne (,,biz-
tos, hogy kilép mentés nélkiil?”’). Ezen feliil szenzoradatok alapjan is donthet a gép pl. egy
processzor tilmelegedését észlelve lizemszeriien allitja le a rendszert.

Tehat elvileg emberek altal determinalt az ilyen rendszer is, am kiszamithatatlansdga na-
gyobb, mint a korabbi generacioké vagy automataké. Korabban a varatlan eseményt csak meg-
hibasodas idézhette eld, itt azonban megjelenik az a probléma, hogy nem gondoltak a program
tervezoi és fejlesztdi valamilyen esemény-egyiittallasra. Nem csoda, hiszen egy nagyon Ossze-
tett kod minden elagazasat egyetlen ember sem tudja fejbdl, tehat el6fordulhatnak kédhibak,
lehetnek rossz beallitasok, sokszor pedig a felhasznald kezeli rosszul a rendszert (€s a gépre
mérges). A rendszer hardverszintii bonyolultsaga vezethet varatlan esetekhez: a 1ényeg, hogy a
kb. harmadik szamitogép-generaciotdl (a tranzisztoros szamitogépekrdl) kezdve megjelennek
az emberi elmével atlathatatlan bonyolultsagti gépek. Minden iizemeltetd tudja, hogy ,,némely
gépnek lelke van”, de azt is tudjak, hogy ez mindig valamiféle miikodési vagy kezelési anoma-

lia, mely sokszor ismeretlen marad.

I1.3.2. Autonomiaszintek, melyek valojaban automatikaszintek

Itt érkeztiink el oda, hogy a gépi autondmidk szintjeit 6sszevessem az eldbbi, emberi lista
(tovabbiakban 4TA) felosztasaval.

Ha az ember az autonémiaszintek altalanos megkdzelitését keresi, egy elsdre meglepd jelen-
ségbe fut bele: a téma vizsgalata azért nehézkes, mert a netes keresok és chatbotok csak a jar-
miuvekkel kapcsolatos szinteket adnak meg. Pedig az MI szdmtalan felhasznalasi teriiletén lehet
kérdéses, hogy milyen szinten 6nallé az adott gép, pontosabban az adott funkcid. Ezt vizsgalva
tobb kérdés és kutatdstechnikai probléma is felmeriilt bennem. Alabb ezeknek jarok a végére,

mivel fontos tanulsagokat rejtenek:

I.  Miért nehéz altalanos megkdzelitéseket talalni?

II. Hogyan lehet a kiilonféle okosgépek autonémidjat kutatni, mit érdemes keresni?
III. Van-e koze egy beépitett MI-szolgaltatdsnak az autondémia szintjéhez?

IV. Mi alogikdja a hivatalos megkdzelitéseknek?

V. Miért az automatika sz6t hasznaljak hivatalosan az autondmiéara?
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A korai kutatdsoknak két jellemzdje volt: egyrészt még altalanossagban gondolkodtak a sza-
mitogépes rendszerek onallosdganak kérdéseirdl, masrészt az automatika szintjein beliil kezel-
tek minden ilyen kérdést.[139] Erdekes modon az automatika kifejezés maradt meg a hivatalos
meghatarozasban, holott épp forditva gondolnank, mivel a mai szohasznalatban a gépi autond-
miarol hallani sokat. Hasonléan meglepd, hogy az autondmia éaltalanos megkozelitése eltiint,
pedig egyre nagyobb sziikség lenne erre, példaul altalanos, de kiillonb6z6é autondém rendszerek-
ben j6l alkalmazhat6 szabalyozo elvek megfogalmazasahoz.

Visszatérve a korai gépi automatika szintekre: ezek a felosztasok azt vizsgaltak, milyen téren
mennyire van még jelen az ember a gép dontései mogott. A fenti alapkérdés nem valtozott meg
a gépi autondmia szintezésekor: tovabbra is az ember jelenlétének mértéke a kérdés a gép don-
tésében — viszont feltételekhez koti, hogy hogyan miikddik ember nélkiil az a gép. Vagyis ,,egy
(autonom) gép miikodése a rendszer sajat helyzetfelismerésén, tervezésén és dontéshozatalan
alapul, a kijelolt feladat elérése érdekében.”[12]

A fenti (I-V.) kérdések egy részére valaszt adhat az egyik konkrét szintezés elemzése. Nép-
szerlisége €s ismertsége miatt célszerli az autdk besorolédsait venni példaként. A szintek ismer-
tetése eldtt hangstlyoni kell, hogy ez a hivatalos J3016 szintezés [140] valdjaban a vezetd ta-

mogatasanak szintjeit hatdrozza meg. Roviden [141]:

0. szint, a vezetésautomatizacié teljes hidnya. Lehetnek azonban kiilonb6zé MI-alapa tamo-
gato, figyelmeztetd funkcidk (pl. holttérfigyeld, savelhagyasra vagy elalvéasra figyelmez-
tetés), sOt egy automata vészféktdl is nulladik szinten marad a kocsi.

1. szint, vezetdi asszisztens: bizonyos vezetéstimogatd funkciok beleszolhatnak a jarmui
mozgasaba, de nem egyszerre (pl. vagy az adaptiv savtartds mikodik, vagy az adaptiv
tempomat), 4m az irdnyitast tovabbra is az ember végzi.

2. szint, részleges vezetésautomatizalds: szamos mandvert elvégez az auto, de ezek feliigye-
lete az ember feladata (pl. az adaptiv savtartas és az adaptiv tempomat egyszerre miikod-
nek)

3. szint, feltételes vezetésautomatizalds: a voldn mogott iil6 egyénnek mar csak készenlétben
kell lennie — &m amennyiben sziikséges, akkor at kell tudnia venni az irdnyitast. (pl. telje-
sen automatikus parkolas vagy forgalmi dugo asszisztens)

4. szint, magas szintli automatizalas: mar nem varja el a sofortdl, hogy probléma esetén koz-
belépjen (egyediil kell biztonsagosan vezetnie a jarmiivet), am bizonyos a koriilmények

(id6jaras, fényviszonyok) alapjan visszaadja a vezetést a soférnek.
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5. szint, teljes automatizalds: minden elképzelhetd helyzetben tudnia kell tokéletesen iranyi-

tani a jarmiivet (valoban nem kell sof6r).

Ebben a megkdzelitésben az ugynevezett autoném gépek inkabb az automatika kovetkezo
oldalrol csupan az automatika részhalmaza. Inkabb jogi oldalrol fontos, hogy a kifejezést a ko-
rabbi automatikatol megkiilonboztessiik, hiszen nehéz kérdéseket vet fel a gépeknek atadott
dontési jogkor. Igy ériink el oda, hogy ez alapjan mar valaszolhatunk az utolsé harom kérdésre,
— a valaszok logikédja itt tehat a szdmsorrendtdl valo eltérést varja el, ezért kezdem a IlI-sal.
Il. Van-e koze egy beépitett MI-szolgaltatasnak az autonomia szintjéhez? Lathato, hogy nincs.

Még elso szintli autondmidba sem sorolja a gépjarmiivet egy mas jellegti MI beépitése (pl.
faradtsagfigyeld, vagyis fejlett arcelemezd MI mellett nulladik szintli marad). Csak olyan
miveletek atvételének fokat osztalyozza a szabvany, mint a gyorsulds és kormanyzas, il-
letve bizonyos fékezések.

IV. Mi a logikaja a hivatalos megkozelitéseknek? Az el6z6 pontbdl kovetkezik, hogy az auto-
nomia csak olyan Ml-vel van Osszefliggésben, amelyek a gép (itt az autd) {6 funkcigjat
tamogatjak (itt ez a balesetmentes haladés). Tehat hidba tarsalog az autd viccekkel tarki-
tottan az utasaival, egy ilyen fejlett MI mellett nem autoném, — 4&m ha a sav kozepén tartja
az autot, akkor igen. Igy kizarolag a rendszer f6 feladatahoz rendelt MI befolyasolja a gép
Lautonémiajat”. Vagyis csupan bizonyos féfunkciok MI éltal timogatott automatizalasarol
beszélhetiink.

V. Miért az automatika szot hasznaljak hivatalosan az autonomiara? Az e€l6z6 pontban mar
felsejlett, hogy a szabvany megfogalmazoi valdsziniileg azt szeretnék hangsulyozni, hogy
a gépi szintek alanyai nem emberek, hanem fejlett automatak. Vagyis egyeldre a legfejlet-
tebb gépek autondmidja is még csupan egy jobb automatika.
Ez megfontoland6 szempont egy olyan korban, amikor a gépek autondémidja divatszova
valik, hiszen pl. a szabvany magyarazatainak nagy részében is autondmiaszinteknek hivjak
ezeket.[142] S6t, a lista alapjan felmeriil, hogy az autondémia sz6 hasznalata kissé korai, pl.
igazabol az 5. szintli autdk bevezetésétdl kezdve lenne jogos, vagy majd az 5-6s automatika
szintli autdkat kéne autondmia-szintekbe sorolni. Addig helyesen hasznalja a hivatalos
szintmegnevezes az automatika szot, és szakirodalomban is ez lenne kivanatos.
I. Most térjlink vissza az els6 kérdéshez: miért iitkozik oridsi nehézségekbe egy altalanos
megkozelités? A problémara eldszor az ilyen irdnyl kutatdsok elmaradasa utalt: 2014-es a

legujabb fellelt értekezés, amely egy altalanos keretrendszer 1étrehozasat célozza meg a
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robotok autondmiaszintjeihez.[143] A tanulmany a téma torténeti valtozasat is jol leirja,
valamint egy metodologiat is kidolgoz, am ez a moddszertan is inkdbb csak részteriileteken
alkalmazhatd. Ezt kdvetden pedig mar minden kutatas ebbe az iranyba tolodik: a kiillonb6zd
felhasznalasi teriiletek szerinti autonomiabesorolasokat latjak érdemesnek kidolgozni. Ugy
tlinik, hogy az altalanos megkozelitést a szakma ,,elengedi”.

II. Es ezzel kapjuk meg a valaszt arra is, hogy hogyan lehet a kiilonféle okos gépek autondmi-
djat kutatni, mit érdemes keresni? A vélasz, hogy részteriiletenként kutathato a teriilet. igy
fellelhetéek specifikus autondémiaszintezések. Ennek igazolasara én a logisztika [144] és
az egészségligyl robotok [145] szintjeirdl kerestem ¢€s talaltam anyagot. Tovabbi tertiletek
kutatasa itt nem feladat.

A fenti tisztazas szdmos kutatashoz hasznos, itt pedig az autondmia szintjeinek sajatos meg-

kozelitését segitette.

II1.4. GEPI-AUTONOMIASZINTEK (SAJAT FELOSZTAS)

Az el6z6 fejezet alapjan vilagossa valt, hogy a fellelhetd listak, vagy altalanosabb keretrend-
szerek erre nem alkalmasak, hiszen mindegyik azt vizsgalja, hogy egy adott eszkdztipus f6 ren-
deltetésébe milyen mértékben szo6lhat bele a gép. Lathattuk azt is, hogy ezekben az autonomia
viszonya az intelligencidhoz nem jol vizsgalhato, mivel szamos magas szinti MI jelenléte mel-

lett is alacsony autondmiaosztalyba soroljak a rendszer egészét.

[11.4.1. A hétszintu felosztas

A gépi autondmia szintjeit ezért mas iranybol vizsgalom. Az autdk példdjanal maradva: az
aut6 fedélzeti okosrendszere altal vezérelt adaptiv fényszord tévedésébdl is lehet egy MI altal
okozott baleset, ha elvakit egy szembejovot (pedig ez a funkcid nem emeli a jarmiivet még a
J3016 szabvany els6 autondmiaszintjébe sem, hiszen nem szl bele az irdnyitasba). Ezért ahe-
lyett, hogy ilyen eseteket egyenként beemelnénk a J3016 szabvanyba, inkdbb olyan megkdze-
litést javaslok, melyben minden MI-funkci6 Osszefiigg a biztonsaggal. Ennek érdekében jo
lenne, ha az autonémia szintje kozvetlen kapcsolatban lenne a beépitett MI szintjével. igy meg-
ragadhatobba valik az is, hogy mikor valésul meg benne bizonyos mértékii emberi autondmia.

A megoldashoz két evidenciabol indultam ki. Az egyik az a jelenség, hogy a felhasznalt
intelligencia er6sddésével altalaban novekszik egy rendszer szabadsaga. Ez ugyan nem egyen-
letes és egyértelmil Osszefliggés, de alkalmas az autondmia szintezésére az allatok esetében is.
A masik kiindulasi pont, hogy a részrendszerek ugyis 6sszefiiggésben miikddnek, ezért a rend-

szert egységként kell kezelni. Fontos a benne felhasznalt legfejlettebb MI-funkcid, de annak a
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rendszerben elfoglalt helye még inkabb mérvado. igy a szintek hatérai nem élesek, de kezelhe-

toek. A kavarodas elkeriilésének érdekében ezt a sajat felosztdsomat a gorog abécével jeldlom.

0. Nulladik szint az egyszerii, programozott automatika. Ennek egyszeriibb megoldasai
reflexszerlien reagalni képesek a kiilsé hatasokra, de mindig ugyanigy. Az emberi rend-
szerekkel vagy fejlettebb allati autonomiaval nem allithaté parhuzamba, hiszen még a ref-

lexeink is bizonyos mértékig kontrollalhatova valnak tanulassal.

Megjegyzendd, hogy viszont a legfejlettebb (szélsdhelyzeti) emberi autonémia bizonyos
elemei, pl. az 6nfelaldozas konnyen megvaldsithatoak, beprogramozhatéak mar ezen a szin-
ten is, hiszen a gép nem sajnalja magéat, nem fél a pusztulastol stb. Ugyanazt az eredményt
tehat a gép esetében az alkotok altal elvart ,,0sztonds” determinécié implikalja, mig az em-
ber esetében Osztonének (életdsztonének) legydzése. Ez felveti, hogy etikus-e egyaltalan a
sz¢lsohelyzeti autondmia gépi megvaldsitasara torekedni, ha ilyen olcson is elérhetd, még-

pedig az ember szamara biztonsagosabban.

1. Alfa szint: a pszeudoautonomia szintje a multat naplézo programoknal. El6szor a ta-
nulasrol szol6 (11.2.4.) részben emlitettem a pszeudotanulést. Erre utalva beszélhetlink
pszeudoautonomidrdl is. A jelenség Iényege, hogy klasszikus programok neuronhél6 he-
lyett valtozokban vagy hagyomanyos adattablakban tarolnak el ,,megtanult” adatokat.
Ilyenkor tigy tiinik, mintha tanulnanak, ha ezek alapjan valtoztatjak a reakcioikat is.'?® Mi-
vel ez amolyan papagajtanulas csupan, ezért ezek semmiképpen nem nevezhetdek autono-
mianak, hiszen nem helyzetfelismerés alapjan hozza meg a dontését (1d. I11.3.1. definici-
6ja), hanem csupan egy mért statisztikara ad egy kiszamithat6 reakciot. Azért kiszamit-
hato, mivel a valtozot (vagy adatbazismezot) lekérdezve barki megmondja, mit fog donteni
a gép. Megemlitendd itt a véletlenszam-generalas, mely azzal teszi a vilag leképezését va-
16sagosabba, hogy képes egy bedllitott bizonytalansagot adni a rendszernek.!?” A véletlen
fogalma azonban a valdsdgban sem tekinthetd szabadnak, mitologiai hasonlattal élve: For-

tuna vak.

126 Erre részletesebben visszatérek a pszeudo-MI fogalmanal (V.1.4.). Ott bemutatom a vésarlasi szokasok pszeu-
dotanulasat, ahol pusztan egy-egy adott cimkével kapcsolatos kattintdsokat mérve ad a rendszer egy-egy cimkéhez
valamilyen sulyt (ami id6vel valtozik), és ez alapjan javasol mindig mas, relevans terméket a vasarlonak.

127 Az €l8z6 labjegyzet példajanal maradva: a termékkategoria cimkéjét a statisztika donti el, az ajanlott termék

ezen beliil lesz kisorsolva.
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Ez a szint a 4TA-lista ,,egyszeriisitd autondmia” szintjének alapeseteivel allithato analo-
gidba. A pszeudoautonomia egy kvazi determinalt helyzet, ahol a valtozokkal és véletlen-
generalassal egyedivé tett, de irdnyitott gépi valasztasokrol beszélhetiink csupan. Egyedisé-
giik a programoz6é munkamennyiségétol fiigg. JO példak erre a hagyomanyos szamitdégépes
jatékok palyai, amelyek kicsit mindig egyediek, de egy id6 utan nem véletleniil unja meg a
jatékos az adott sablonhalmazt, mely alapjan generalédnak.

Béta szinten jelenik meg a neuralis tanulas. A rendszer géptanulas altal tiamogatva képes
sematikus intellektudlis dontések meghozataléra: jarmiivet parkol le, vagy egy gyartasi fo-
lyamatot vezérel, de megjelenik ez a régebbi nyelvfeldolgozo szolgaltatasokban is (ezeknél
a cselekvés a valaszadas), és sok mas rendszerben. Egylittmikodé szolgaltatasoknal az
optimalizaciot az MI hatékonyabban tamogatja, mint a pszeudo-MI-rendszerek, de abszo-

late nem kreativan.

Ez a gépiautonomia-szint is széles spektrumot takar. Egyszerii megvalositasai a 4TA-
listdban az emberi egyszeriisitd autondmia dontéseivel allithatok analogiaba, &m fejletteb
megoldasokkal bir6 béta rendszerek a 4TA Osszesitd autondmidjanak alséd (szimplabb) ré-
tegeit is elérhetik. Fontos hangstlyozni, hogy az itt vazolt szintek hatarai nem ¢lesek. Egy
egyszeri (egyrétegii, egyiranyu) MI-dontés béta szintli autondémiaja valosziniileg gyengébb
lesz, mint egy jol kifejlesztett (draga) pszeudo-MI alfa szintli autondémidja.

A gamma szinten jelenik meg a gépi Kkreativitas és empatia. Ezért a gép dontéseibe
bizonyos egyediség keriil. Ilyen rendszereknél is még garantalhatd, hogy ,,egyéniségiik”
ne veszélyeztesse az emberek biztonsagot, mivel tervezéskor az egyediség hatarai a meg-

tanult (emberek altal megszabott) sémahatarokon beliil maradnak.

Erdekes modon ezt a biztonsagot a ,,lelki” térben is el lehet érni, nem csak a fizikaiban.
Jo példa erre, amikor generativ rendszerek képesek pl. a sérté dolgokat elkertilni (1d. (IV.2.).
Erdemes a kettSt 6sszevetni, ezt harom tényezd szerint teszem meg. (1) A lelki tér kevésbé
objektiv, tehat bar a leképezés nehezebb, viszont jobban szimplifiklhatd. Pl. nem sziiksé-
ges mindenki lelki vilagara tekintettel lenni. (2) Olcsobb, hiszen csupan virtualis szolgalta-
tasként kell megvalositani. (3) A tudasuk valdjaban elegendd, hiszen a kapott kreativitasuk
korlataiban jol teljesitenek.

A fizikai térben viszont ennek az autondmiaszintnek a fejlédése és terjedése joval nehe-
zebb, hiszen ott a fenti harom tényezdnek épp az ellenkezdje érvényesiil. (1) A fizikai biz-
tonsag objektiv. Minden ember testére vigyazni kell, €s plusz a fizikai tér minden targyara

is. (2) Az egyedeket, amelyekbe ilyet beépitenek, dragabb legyartani. (3) A fizikai térben
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latvanyosabb teljesitményt varunk el a gépektdl. Ez utobbira jo példa az emberszabasu ro-
botok mozgasa, melyre sok-sok éves fejlesztések utan is csak elhuzza a szajat egy atlagem-
ber, azzal, hogy ,,ez még nagyon gépies” — ezzel szemben egy fejlett szoftveres fejmegjele-
nités mimikéja lenyligozi. Ilyen gamma autondémidju rendszerek a fizikai térben akar idds-
gondozo vagy apolo robotokat is vezérelhetnek, de bonyolult vizi vagy 1égi mandvereket is
onalloan végrehajtanak. Egy ilyen képességli autd az utviszonyoknak megfeleld eldzésrol
képes donteni. Ezek a rendszerek még emberi befolyés alatt allnak. Bar altalaban az opera-
torok itt mar inkdbb csak ellendrzik az MI helyes miitkodését, am egy komplex feladat esetén
a szempontok 0sszehangolasa még teljesen az operatorok feladata.

Egy gamma szintli gépben a 4TA masodik szintje, vagyis az 0sszesitd autonomia valosul
meg, hiszen a rendszer sokféle szempontot képes figyelembe venni dontéseinél, sét képes
lehet akar a kovetkezményeket szimulalva (,,a lehetéségeket atgondolva™) kivalasztani a
legidealisabb cselekvési iranyt. Az ilyen autondémia hasonlithat6 egy beosztott dolgozo6 au-
tonomidjahoz, tehat az ilyen szinten 1év6 rendszerek egy jo ,,szolgai” szerepre alkalmasak.
Ide sorolhatdak a problémas autondm fegyverrendszerek is, (1d. VI.1.5. és VI.2.4.), melyek
ugyan hozhatnak az ember szdmara artalmas dontéseket, akar emberéletek kioltasarol, am
ez nem kiilonbozik barmely regularis katona tlizparancsatol. Vagyis épp ugy, mint egy koz-
katona, egy MI-modulokkal (féleg képfelismerés) miikodo katonai rendszer is a felelds eldl-
jard utasitasa alapjan hajtja végre az artalmas miiveletet.

Az 6sszesitd autondmia szintjét a gamma szintli rendszerek nem haladhatjdk meg, hiszen
itt még nem jelenhet meg erkolcsi érzék. Tehat ezek a gépek nem ¢érik el azt a szintet, melyet
egykor az uradalmi szolgdk képviseltek: akik felelds dontésekre voltak képesek, amikor
ehhez szabad kezet kapnak. Néha tigy tlinhet, mintha kreativak lennének vagy alkotnanak,
de val6jaban a sémahataraikat képtelenek atlépni. Ugy tiinhet, hogy dontenek, pedig csupan
néhany statisztikai optimum ereddjét adjak vissza, és soha nem keriilhetnek moralis val-

sagba.

Delta szint: magara hagyhaté komplex autonémia. Ez a szint az el6z6t6l leginkabb
komplexitasadban tér el. Mig a gamma szint csupan néhany sziikebb célteriiletet fed le, a
delta szinten egy adott komplex feladatkér minden tervezhetd tényezdjére meg van a gép
tanitva. Itt tehat komplex feladatrendszerekben képes biztonsagos dontéseket hozni a sok-
modulos, hierarchikusan 6sszekapcsolt MI-struktara. Ez azonban egy vildgosan lehatérol-
hato dontési, illetve cselekvési tér, nem a valosag végtelen lehetdségeinek tere. Mas szoval

csakis zart rendszerben, és csupan a delta szintli komplex feladat ellatasa miikodik megfe-
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5.

leléen az ilyen autondmia. Ezzel a zartsaggal a rendszerhibak miatti balesetek jobban el-
kertilhet6ek, valamint a szabalyozasi nehézségek is megragadhatobbak. Példaul banyak,
kiko6tok, raktarak automatizalasa kezdddott meg ilyen irdnyban, és ezeken a teriileteken a
delta szintli autonomidk terjedése gyorsabban varhatd. A belathato jovoben megvalosul-
hatnak Osszetettebb delta szintli autonom rendszerek is, pl. egy ember nélkiili fuvarozas is:

a felpakolastol a kozati eljuttatason at a lepakolasig.

Am biztonsagi intézkedések ilyen kornyezetben is sziikséges lesznek. Példaul, hogy
vészhelyzeti jelszoval barki felfliggeszthesse a miikodést, illetve a varatlan helyzeteket em-
beri operator oldja meg. Zartak a tesztkornyezetek is, ahol lehetdség van a gépesités kihi-
vasait elemezni, igy az érzékeny teriileteken valé6 MI-hasznalat hosszl ideig csupan a delta
szintli tesztkornyezetben képzelheto el. Ilyen teriilet példaul az egészségiigy, ahol robotfel-
cserek diagnosztizalnanak és egyszerli orvosi kezeléseket is elvégeznek, vagy a kibertér,
ahol j generacids virusok a tanult informaciok alapjan folyamatosan tokéletesitik magukat.

Amennyiben nem zart a rendszer, akkor egyeldre sziikséges azt egy arra feljogositott
ember feliigyeletével gamma szintre visszaléptetni. Példaul egy varosi busz- vagy taxirend-
szer iizemeltetésekor kell valaki, aki a sziikséges esetekben feliilbirdlja a rendszer dontéseit.
Ilyen megoldassal probalta példaul a Cruise taxivallalat biztonsdgosabba tenni 6nvezetd
jarmiiveit.[146]

Azonban még ezek a komplexebb megoldasok sem lehetnek képesek a 4TA harmadik
tipusdra, azaz a szabalymdgotti autondmidra; ezek is csupdn az Osszesitd autondmia fejlet-
tebb szintjét jelentik. A gamma rendszer példajat tovabbgondolva itt a rendszer a kiilonféle
beosztott dolgozok, valamint az 6ket koordinalo ,,brigddvezetd” dolgozd egylittes autono-
midjaval rendelkezik. Hozhat dontéseket a brigadvezetd, am csak felettesei elvarasai men-
tén, esetleg képzettebb szakemberek ellendrzése mellet. Mivel gyakrabban eldny, hogy az
emberi tényezok nem gyengitik a dontést, ezért az altalanos, vagyis minden célra hasznal-
hato MI-gépek ezt a szintet célozhatjak meg realisan. Ezt alatdmasztja, hogy az Ipar 4.0
mentén egyre komplexebbé valo rendszereket tekintve is tgy tlinik, hogy ilyen iranyban
haladnak az innovéciok, melyek autondmiaja a jelenleg ismert elvekkel mitkodtetve csak a

delta szintet érheti majd el.

Epszilon szint: emberrel szinte egyenlé gépi szabadsag, illetve autonomia. Itt elvileg
megvalosulna egy mesterséges erkolcsi érzék, azaz a rendszer képes lenne elégséges meny-

nyiségli, a mi erkdlcsi érzékiinknek megfeleld tényezd emulalasara. Ezaltal képessé valna
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az ilyen gép a 4TA szabalymdogotti autondmidjahoz hasonld egyedi, mégis helyes donté-
sekre. Egységes rendszer esetén ennek realitasatél még elvi szinten is messze allunk, az
ugynevezett altalanos MI sem hivatott ezt a szintet megvaldsitani, tehat ezen a vonalon
atlépnénk a hipotetikus szféraba. Jo példa erre az az irodalmi fikcié, ahol emberi jogot

szerezhetett egy, az emberhez hasonlo6 tudata gép.[147]

Am a rajintelligencia a természetben is képes egyedeit a kozosség érdekében felaldozni.
Tehat ennek megfelel6 masolasa lehet egyfajta megoldas ahhoz, hogy az igazi gépi erkolcs
kikeriilésével hozzunk 1étre az ember szabalymdgdtti autondmiajadhoz nagyon kozeli szin-

tet.

Zéta szint: autonomia 2.0. Mivel az intelligencia esetében felvetddhetett az ASI-fokozat,
-ezért kovetkezetes az igy elképzelt jovo autondmidval kapcsolatban is felvetni hasonlot.
Az evolucios szintlépésbdl 1étrejovo 1) szuperentitas magasabb autonomiat is vindikal-
hatna, melyet a mi korlatos elménk tigysem lesz képes értelmezni. Ezzel az emberfelettiség
igen problémas nézeteihez érkeziink, ahol nem egy emberi faj, hanem egy 1j ,.faj;” lenne
emberfeletti. Az ilyen nézetek egyrészt a torténelmi tapasztalat alapjan nehezen legalizal-
hatoak: egy ,,fejlettebb szabadsagértelmezeés” masok nézdpontjabol mindig csak az emberi
szabadsag korlatozasaként, vagyis diktatiraként értelmezhetd. Masrészt logikailag €s filo-
z6fiailag is cafolhatd, hogy létrejohet ilyen ember ,.feletti” szabadsag, hiszen nem vehetd
komolyan, hogy hatékonysagi mutatok statisztikai és matematikai modellek altal feloldha-
toak lennének az 0si moralis paradoxonok. Pontosabban csakis az emberiesség megsziin-
tetésével lehetne ezeket a paradoxonokat feloldani. A fuzzy logika (I1.3.2.) az ellentétek
bizonyos mértékii keveredését ugyan kezelheti, de olyan szimbolikus (talan metafizikainak
mondhato) jelentést, hogy pl. a viz egyszerre pusztito €s éltetd principium: ilyet nem képes
digitalisan leképezni. Tehat hidba irtand ki az emberiséget egy ilyen elszabadult szuperau-
toném MI, valgjadban tigysem haladna meg az ember moralis szintét (a pusztitassal foleg
nem). Ezaltal véleményem szerint egy emberfeletti ,,autonémia 2.0” lehetetlenség; sem
gép, sem ember altal nem megvaldsithatd, mégpedig az dnellentmondéasa miatt. Megjegy-
zendd, hogy ez kihat arra is, hogy az ASI-modell vajon mennyiben értékes: véleményem
szerint, ha ,,0kossag 2.0” még lehetséges is lenne, de nem hozhat6 1étre mesterséges ,,bol-

csesseg 2.0”.
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A 4TA-modell alapjan az ASI tovabbi céafolata, hogy az igazi sz¢élsdhelyzeti autondmia sem
valdsulna meg még egy ilyen mesterséges rendszer esetében sem. Egy ASI az optimalitas bii-
voletében ugyanis nemigen juthatna arra a kdvetkeztetésre, hogy sajat magat felaldozza vala-
miért. Sokkal valoszinlibb, hogy a gyava ¢s 6nmagat logikailag felmentd katona példajan be-
mutatott okoskodasra jutna, mondjuk koltséges voltat, a sok belefektetett munkadrat, a sok jot,
amit megmaradasa esetén tehetne, tobbre értékelné egy (vagy sok) ember ¢€leténél. Az 6nzés
ugyanis mindig logikus és optimalis — az Onzetlenség viszont altalaban paradox. Ilyen hipoteti-
kus epszilon vagy zéta autondmidju rendszerben persze feliilbiralhatnd egy alfa tipust kod az

ilyen gépi 6nzést, &m az mar nem gépi autonom dontés lenne.

II1.4.2. Autonomia és felelosség

Par szoban a feleldsség kérdésének egy filozofiai megkozelitését vazolom, amely szorosan
kapcsoldodik az autondmidhoz — ujra hangsulyozva, hogy nem jogaszként kozelitek a témahoz.
El6szor, a kovetkezd részben az elditéletességet jarom korbe. A feleldsség — mint lattuk — iga-
zabol csak a cselekvéssel Osszefliggésben értelmezhetd. A tetteknek kdvetkezményei vannak,
¢s ezekkel a kovetkezményekkel kapcsolatban meriil fel a feleldsség kifejezés, ami az emberek
esetében egy olyan kotelékre (egyben kotelességre) utal, ami szorosan dsszekapcsolja a cselek-
vés vilagra vald hatdsait a cselekvés végrehajtdjaval.[148, pp. 86—104]

A problémakor nagyon messzire vezet, és sok tudomanyagba beletorkollik: azt, hogy min-
den tettlink kihat a viladgra, az metafizikai, teoldgiai vizsgalat targya lehet, mig azon esetek
elemzése, hogy valami probléma fellépése esetén ki a felelds, az a jog teriilete. A feleldsség
megoszlasanak elvei a filozofidba vezetnek, a feleldsség visszahatasat az egyénre a pszicholo-
gia boncolgatja, kollektiv esetben pedig akar a szociologia targya is lehet. A leggyakoribb, ami-
kor egy probléma fellépése esetén, utdlag vizsgaljak ki az érintettek felelosségét. Lehet ez a
probléma anyagi, lehet fizikai kar, testi vagy lelki sériilés stb. Az ember arra szocializalodik,
hogy szereti tudni a problémak okait és a mogottiik allé6 emberi dontéseket, s6t akkor érzi jol
magat, ha vilagos, hogy ki a felelds, és okozatként az illeté megblinhddik. Ennek az ok-okoza-
tisagnak a megvaldsitasa fontos pillére a tarsadalomnak, mert szinte mindenkiben belso elvaras,
hogy egy rossz tett visszahasson arra a személyre, aki felels az okozott rosszért.

Hasonléan komplex marad a helyzet, csak mas tényezdkkel, amikor olyan gépek felel0sségét
vizsgaljuk, amelyeknek autonomiat adtunk. Hiszen az egyre bonyolultabb gépek esetében eleve
egyre tobbrétli az emberi feleldsség: tervezok, tesztelok, kezeldk, szerelok, vezetdi beosztasbol
iranyitok, biztonsagellenérok lehetnek figyelmetlenek, tévedhetnek, sot a résztvevok tobb apro

hibazasa is 0sszeadddhat, melyek egyenként nem okoznanak bajt. A bonyolult automatikdk
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mogott is felsejlenek az emberek az iménti lista szerint. Am ez kezd eltlinni a neuronhalok egyre
bonyolultabb ,,feketedobozaiban. Mit tehetiink?

Egyik megoldas lehetne, hogy a gépet tessziik feleldssé. Ez azonban nem hozhat megoldast,
mivel a gép nem tud biinhddni, illetve biintetése nem fog az érintett emberek szdmara hasonlo
megnyugvast hozni, mint a blinds ember megbiintetése. Lehet a gépben szimulalni szenvedést
vagy becsvagyat, melyet megsértiink a biintetéssel stb. Kérdés azonban, hogy ez hany generacio
mulva fog hasonlo igazsadgérzést kivaltani a gépek altal hatranyosan érintett emberekben ¢és
hozzatartozoikban, mint egy ember blinhddése?

Egy masik megoldas, hogy ugy kezelhetjiik a gépet, hogy annak elvileg sem lehet feln6tt
feleldsségtudata. Ha pedig nincs érett feleldsségtudata, akkor annyit tehetiink és tesziink, hogy
»gyerekként kezeljik™.

Egy kis kitérében nézziik meg ezt. Amikor egy gyerek szeretne tobb cselekvési szabadsagot
(azaz autonomiat), akkor azt nézziik, hogy érti-e, hogy valojaban kdvetkezményekkel jaro, fe-
lelés dontéseket szeretne hozni? Az éretlen elméket igyekezni kell elzarni a teljes szabadsagtol
(pl. nem hagyni eldl rajuk veszélyes targyakat vagy ételeket). A vildg bizonyos foki megértését
varjuk el a gyerekektdl egy egyre boviilo szabadsadghoz. Ez a bovités a feleldsség fogalmanak
egyre mélyebb megértését is elvarja. Ehhez pedig sokréti intelligencia 0sszetett egységének
egyre magasabb szintje sziikséges, €s elsdsorban ezt az intelligenciadt mérve feltételezziik a fe-
lelésségtudat kifejlodését is. A feleldsségtudatot egyeldre sehol nem mérjiik az érettségin, pedig
az Ujabb generacidkban ennek fejlettsége kérdéses. Bar tapasztalatunk szerint 1ényeges eltéré-
sek vannak a személyek kozott, mégis az artatlansag vélelmére, egyben a felelosségvallalés
vélelmére alapoztuk kultirainkat. Abbol indulunk ki, hogy feltételezziik, hogy minden ember
képes felelésen donteni (kivéve, aki nem!?®), és nem tiltunk meg 4ltalanos dolgokat, nem vo-
nunk meg jogokat, mig a kiindulasi feltételezés ellen nem vét valaki. Egy muiszaki megfogal-
mazassal élve a feln6tt emberek esetében fekete listat alkalmazunk: bizonyos dolgokat nem
mondhat, nem tehet (pl. bizonyos helyekre nem mehet be). Diktatorikus rendszerek esetében a
feketelista szélesebb, illetve kevésbé objektiv.

A gépek esetében azonban belathat6 1don beliil nem ¢€lhetiink azzal a feltételezéssel, hogy az
emlitett sokrétli intelligencia Osszetett egységének sziikségesen magas szintjét elérte. Ugyanis
nem tudjuk, hogy pontosan mely emberi tényezdk eldallitasa sziikséges, mennyiben vesz ebben

részt pl. az ego vagy a lélek (esetleg lelkiismeret) vagy a tudat. Ezért felelds gépek helyett

128 A jog kezel bizonyos helyzeteket, pl., hogy ez a helyzet egy gyermek, egy demens dreg, egy szellemileg sériilt,

vagy pszichikailag kibillent ember esetén épp nem 4all fenn.
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gyerekkeént kezelve Oket egy igynevezett fehérlistat is kell alkalmaznunk a gépek tevékenységi
tartomanyara. Vagyis elsdsorban azt mondjuk meg, mit tehetnek. Lekorlatozzuk a cselekvési
tartomanyt: ezt jeleniti meg a gamma szintli autonomidnal emlitett zart rendszer is. Tehat a
hagyomanyos szamitastechnika feketelistas szabalyozasan tl csak azok a neurélis rendszerek
kaphatnak konkrét ,,jogot” bizonyos szintli dontésre (fehérlistas cselekvésre), amelyek megfe-
leltek szigoru teszteknek — épp ugy, ahogyan egy felndvekvd ifji esetében engedjiik a gyerme-
ket a jarokatol egyre messzebb, egyre bonyolultabb feladatokhoz. Igy a felelésség igazabol nem
oldodik meg, hiszen amikor probléma adddik, akkor az emberi reflex hidba keresi a dontéshozo
felelosségét. S6t konnyen felmeriil, hogy az alkotdk az ilyen problémakat a természeti csapas
vagy a véletlen szerencsétlenséghez hasonl6 kategoria felé tereljék, ahol ugyancsak nem lehet

emberi feleldst megjeldlni.

I1.4.3. Specialis esetek

A fenti szinteket a tisztan mesterségesen megvalositott dontéshozas alapeseteire fogalmaz-
tam meg, de kiilonféle specialis modellek, hardverarchitektirak vagy elvarasok ezt természete-
sen modositjak. Itt két specidlis esetre térek ki: €l6lénybe kapcsolt MI-re és magas rendelke-
z¢ésre allas elvarasara.

Egy MI-képességekkel kiterjesztett ember esetében az alsobb szinteken is megjelenhet a
4TA minden szintje. Igaz ez az agyi vagy érzékszervi implantatumoktdl kezdve az agyhullamon
keresztiili kapcsolodasig sorolhatd jelenlegi kutatasi iranyok mindegyikére. Emberbe épités
esetében az illetd gépi (beépitett) dontés tamogatasa lenne az alfa-epszilon szintek egyikén.
Esetenként vitaba is keveredhetne a gépi kiterjesztés az eredeti emberi autondmiaval. Egyeldre
ez is inkabb sci-fi téma, mint vizsgalandé probléma, hiszen, — bar sokan kezelik ugy ezt az
iranyt, mint a varhat6 jovot, — én az autondémia szempontjabol jelenleg hipotetikusnak tartom.
Ha a kozeljovoben sikeriilne is egy dontéstdmogato agyi implantatumot miikddésbe hozni, ak-
kor az csupan az Osszesitd autondmia also szintjén tdmogatna a hordozdjat, vagyis csak sziik
dontési terekben miikodhetne jol. Példaul az ipari vagy iizleti dontésekben segithetne, am eze-
ken kiviil inkabb 0sszezavarna hasznalojat, mintsem segitené a hétkdznapi dontéseit. Vagyis
véleményem szerint ki kellene kapcsolni a munkahelyen kiviil az ilyen eszkozt, hogy ne 6riiljon
bele a viseldje.

A masik megvizsgalandd helyzet az tgynevezett ,,magas rendelkezésre allasi” fokozatba
sorolt ipari rendszerek esete (High Availability System, HAS)[149]. Ilyen elvaras mellett
ugyanis kiemelkedd kérdés, hogy milyen szintli gépi autondmia mellett garantalhato ez a beso-

rolés. Ilyen rendszerek tilnyomo része védelmi szempontbdl is kiemelkedd, hiszen egy ilyen
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rendszer joval magasabb koltségeit az indokolja, hogy leallasa vagy sériilése komoly kovetkez-
ményekkel jar — a komoly kovetkezmény pedig altaldban kihat az adott teriilet vagy orszag
polgaraira is (legyen sz6 erémiirdl, vegyi lizemrdl, bankrol stb.). A témara még visszatérek
(IV.2.&3.,V1.2.4))

Abbdl a fontos kiilonbségbdl kell kiindulni, hogy mig embereknél lehetetlen, hogy valaki
kizarolag egyszeriisitd tipusu dontéseket hozva mitkddjon, a szamitdgépeknél ez az alapértel-
mezés. Embereknél mindig sok az emberi (kiszamithatatlan) tényez, a ,,user error”. Am a ha-
gyomanyos szamitogépeknél a varatlan tényezok esélye nagyon kozel vihet6 a nullahoz (szinte
eltlinik). A nulladik és az alfa szinten a leirtak alapjan elvileg egyértelmii, hogy ez megvaldsit-
hato, és gyakorlatilag is megvaldsulnak ilyenek, hiszen sok veszélyes teriileten van erre igény.
Mivel nem kivanom ebbe az irdnyba vinni a kutatast, itt csupan bizonyitas nélkiil vetem fel,
hogy a delta szintli rendszereket tartom a felsé hatarnak az ilyen magas foku biztonsag megva-
losithatosagahoz. Emellett igazabodl az epszilon €s zéta szinteken ez nem is igazan értelmezhetd,
hiszen ott a rendszer jellegébdl, emberiességébdl adodoan felléphet a ,,user error”’-hoz hasonld

kiszamithatatlansag.

II1.5. EMBERI ES GEPI AUTONOMIA OSSZEVETESE

Ezzel elérkeztiink az emberi és gépi autondmia Osszevetéséhez. Azokat a kiilonbségeket
emelem ki itt, melyek a C2 célhoz sziikségesek (tovabbi kiillonbségek azonositdsa mas kutatés
feladata lesz). Az alabbi pontok az eddig leirtakra alapozva, de azokat tovabbgondolva fogal-

mazodtak meg.

1. Elsé kiilonbség: a szabadsagvagy kédolt belso sziikséglet az embernél, de csupan mes-
terségesen hozzaadott tényezo a gépeknél. Az autondmia az embereknél a szabad dontés
hianyéval kapcsolatban szokott felmertilni, a gépeknél ezzel szemben épp forditott a prob-
léma. Az emberben van egy belsd szabadsagvagy, amelyet normal esetben szeretne csele-
kedetben megvaldsitani. Szdmtalanféle ok miatt hitisulhat ez meg, ezek a modern miivészet
kedvelt témai, elemzésiik itt mell6zhetd. Mindegy ugyanis, hogy az ember a 4AT melyik
tipusa szerint dontene, az is mindegy milyen életszemlélet alapjan dontene, ha ezt valami-
ért nem valthatja tettekre, akkor sériilve érzi ezt a szabadsagvagyat.

A gépek esetében azonban nem az okozza a gondot, hogy korlatozzak a szabadsagaban.
Szimulalhatunk benne szabadsagvagyat, de ez csupan egy hozzaadott modult jelent, nem
pedig 1étébol kovetkezik, ahogyan az ember esetében. A gép visszajelezhet olyat, hogy kor-

latai miatt nem tudja megoldani az adott feladatot, de ez nem szabadsagvagy. Az ember még
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alapvetden fél a gép szabadsagatol, mint ismeretlentdl. Pedig a fejlett térségekben a gépek
eddig is hozzéjarultak ahhoz, hogy tobb szabadideje legyen, konnyebben elvégezze a mun-
kajat: tehat a gépek tamogattdk az ember szabadsagvagyat. Az MI altal még tobb szabad-
ideje, konnyebb munkaja, tehat tobb szabadsaga lehet az embernek. Emellett helyes miiko-
dés esetén a gép nem sérti senki legitim szabadsagigényét.
Masodik kiilonbség: az emberi tényezoket (ego-t, lelkiismeretet) gépileg szimulalva a
gépiesség elonyei vesznének el. Ezek gépi utanzéasa nélkiil azonban alapveté marad a kii-
16nbség ember és gép kozott. Erre példa, hogy az 6nérdek kizarasa csak a gépek teriiletén
oldhat6 meg, de embereknél nem. Egy embereknél szdmos probléméat okoz, hogy ohatat-
lanul ,,magabdl indul ki”’, magat helyzeti elétérbe, és ezt még elvileg sem lehet kizarni egy
atlagos személy esetében. A gépeknél ez a nulladik €s az alfa szintli dontésekkel garantal-
hat6. Kevés ember jut el egy szélséhelyzetben az dnfeldldozo dontésre, vagy a szélséhely-
zeti autondmia magas fokara. Egy gépnél felesleges is ilyen létrehozasat célozni, hiszen
épp gépiessége, programozott Onzetlensége, objektivitasa teszi az ember komplemente-
réve.
Harmadik kiilonbség: a kiszamithatatlansag eltéro érzete. Az emberben minden kisza-
mithatatlansag érzelmeket valt ki, az izgalomtol a félelemig. Megjelenik ez az olyan hely-
zetekkel kapcsolatban is, amikor nem tudja, hogy a masik ember hogyan fog donteni. Am
a masik ember dontése mogott képes tisztelni annak szabadsagat, ezért az ilyen eredetli
kiszdmithatatlansagot a legtobb ember elfogadja. Megszokjuk, hogy az életet ilyen tipusu
bizonytalansdgok soranak lassuk. Viszont egy nem-emberi dontést nehezebben fogad el a
mai ember: mindegy, hogy az egy természeti erd, egy vallasi tényezd (Isten, istenség, szel-
lem, erd) vagy egy borzasztdan Osszetett algoritmusokon alapuld gép: az ezekben megje-
lend erdk ,,misztikus kodbe” vesznek, amelyet racionalisan nem képes atlatni, fel-fogni.
Ez az 6si reflex ugy vélem, racionalis kultirankban jelentdsen felerdsodott. Ez jol tapint-
hato akkor, amikor a determinisztikusan miikodé automatika helyébe egyre nagyobb ki-
szamithatatlansagu rendszerek 1épnek. Mar egy béta tipusu gépi autonomia kodbe veszd
hattere is ijesztd lehet (pontosabban egy Big Data felhdjébe veszd hattere). Ez a magasabb
szintek esetében exponencidlisan erdsodik, a félelmi tényezOk hatdsainak Osszeadddasa
miatt (ilyenek pl. a mivészi alkotasok, a konteo-elméletek, az informacids miiveletek stb.).
Negyedik kiilonbség: a felelosség nem értelmezheté a gépek vilagara. Fentebb e fele-
18sségrol szol6 bekezdésekben targyaltak alapjan egyrészt az ember szamara sokara lesz
értelmezhetd, hogy hogyan blinhddik egy gép, masrészt tudat hianyaban feleldsségtudata

sem értelmezhetd.
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A hasonlosagokat nem érdemes pontokba szedni, mivel az MI-rendszerek elsddleges célja
épp ez a hasonldsag, ennek autonomiaval kapcsolatos vonatkozasait pedig a gépi autondmia-
szintek kapcsdn mar elemeztem. Egy fontos aspektust azonban érdemes megvizsgalni.

Elvi hasonlésag: A vilag leképezésének helyességét nem tudjuk objektivizalni. Mas szo-
val az ember altal teremtett, szimulalt virtualis szabadsag hatterében 1évo belso, leképezett vilag
éppugy nem mérhetd, mint az emberi szabadsag lelki héttere. Erre nincs objektivizalo eszko-
zlink, tehat érzékszerviink, miiszeriink vagy tesztiink. A vildg leképezésének mindségét csupan
kozeliteni, tippelni tudjuk, sokszor inkdbb érzésekre, benyomasokra és elhivésre kénytelen ta-
maszkodni a kutatdo — mind az emberi, mind a gépi autondémia mélyebb rétegeinek vizsgalata-
kor. Ez az akadaly mélyebb, mint a tudoméanyok mas teriiletein, ahol az objektivizalo eszk6zok
pontatlanok, vagy a képletek nem vesznek elég tényezot figyelembe. Itt elméletileg sem tudjuk
£129

a problémat megragadni, a leképezés szubjektiv aspektusait nem lehe

(1d. még 1V.2.2.)

objektiven leképezni.

Ez nem elméleti probléma, hanem nagyon is gyakorlati. A technika mara megoldotta, hogy
a meduzak szabadsagatol a gépeinket a majmok szabadsagaig fejlessziik, ¢és még tovabb is.
Egyre kevésbé csak technologiai korlatai vannak annak, hogy mennyi tudést és mennyi kreati-
vitast adhatunk egy gépi rendszernek. A tovabblépéshez vilagosan kéne tudnunk, hogy az a
virtualis valosag, melyre egy entitas a dontését alapozza, megfeleld-e, vagyis elegendéen komp-

lex és valosagos-e (¢lethii-e)?

II1.6. RESZOSSZEFOGLALAS: A DONTESEK ES A HIBAZAS SZABADSAGA

Osszegzés. A fejezetben a K3 kérdéskort csak a kutatas témainak fényében volt hely meg-
valaszolni. Kritikusan tekintettem az autonomiafelosztasok jelenleg elterjedt verzioira, és sajat
felosztasokat hataroztam meg. Az emberi autondmia felosztasakor a kulcskifejezéseket cserél-
tem le, igy jott 1étre a Négy-Tipusos Autondomiafelosztas (4TA) nevii séma, melyben a ,,sz¢&ls6-
helyzeti autonémia” is helyet kapott. A gépi autondmia szintjeinek hivatalos elnevezése alapjan
vilagossa valt, hogy ezeket a technoldgidkat a szakemberek is csupan ,,fejlett automatikanak”™

tekintik, és inkabb a bulvarsajté terjeszti az autonomia szot, pl. az 6nvezetd autok szintjeire. Ez

129 Talan sarkosnak tiinik a lehetetlenség tételezése olyan olvasd szdmara, akinek a szemléletében a szubjektivitds
is csupan egy biokémiai gép (az ember) aktualis adathalmaza, igy elvileg feltérképezhetd, és masolhatd. Ezzel nem
szallok vitaba, csupan épp ugy bizonyithatatlannak tartom, mint a sajat megkdzelitésemet: ugyanis a tudomany
fejlodése folyton 1j, és sokszor paradigmadontd felfedezésekkel bizonyitja, hogy az ember joval bonyolultabb,

mint amit aktualisan gondolnak réla a tuddésok.
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féleg P1 terminologiai probléma megvalaszolasahoz bizonyult hasznos megallapitasnak. Vizs-
géalatomban a hivatalos felosztasnal cizellaltabb, altaldnosabban hasznalhat6 és sok fokozatu
felosztasra tettem javaslatot. Ezutan az els6 négy alfejezet gondolatai alapjan Osszevetettem a
kétféle autondmiat, pontokba szedve a gépi €s az emberi autonémia fobb kiilonbségeit. Ez a P2

védelmi probléma tekintetében lesz hasznosithato.

Pl-gyel és P2-vel egyarant kapcsolatos kovetkeztetések

R3.1: Kardinalis kiilonbségek azonosithatoak az emberi és gépi autonomia kozott (I11.5.).

R3.2: Az emberi és gépi autonémia kozotti elvi hasonlosag, hogy a vilag leképezését nem lehet
objektivizalni (I1L.5.).

R3.3: A R3.1 és R3.2 alapjan egy fejlett erkdlesi érzékkel rendelkezd ember szabadsaga egy
gépben nem utanozhato le.

R3.4: A gépeknél a beépitett MI szintjéhez kapcsolodd autondmiaszintek meghatarozéasaval le-
het a kiilonféle rendszerek besorolasat biztositani (I11.4.1.); emberek esetében viszont az
autonomia szintjei etikai alapon fejthetéek vissza (I11.1-2.).

R3.5: AzR3.1, R3.2 alapjan és R3.4. (I11.4.1.) szintjei szerint, a jelenlegi vékony MI is csupan
egy fejlett automatika, — ezt az 6nvezeté autdk hivatalos besorolasa (I11.3.2.) is alata-

masztja.

Pl-gyel kapcsolatos kovetkeztetés:

R3.6. Az R3.5 kovetkeztében az ,,automatika” sz6 megjelenitése egy MI-definicioban vilago-

sabba teszi a kifejezést.

P2-vel kapcsolatos kovetkeztetések:

R3.7. Az emberi autonémiat etikai szempontbodl a szimplifikald szint és a szélséhelyzeti don-
tések szabadsaga kozott sziikséges skalazni (111.2.).

R3.8. A fejlettebb autonémiaszintet megvalositani képes gépeknél a fehérlistdsan meghataro-
zott zart miikodési szféra lehet csak képes a biztonsagot garantalni (111.4.2.).

R3.9. Magas rendelkezésre allast rendszerek (HAS) legfeljebb delta szintii, azaz magéra hagy-

hato komplex autonomiaval valosithatéak meg (,,gépi user error” nélkiil) (I11.4.3.).

111



IV. A NEURALIS MI BIZTONSAGI KIHIVASAI

Mind a védelmi, mind pedig a terminoldgiai probléma (P2 és P1) szempontjabol elkeriilhe-
tetlen annak attekintése, hogy a neurdlis MI hogyan tekintendd Gjszeriinek, azaz milyen kihiva-
sokat hoz — ebbdl a C1 ¢és C2 célhoz is szamitok részeredményekre. A kihivasoknak csak két

szeletét vizsgalom a K4 kérdéskor!®

alapjan: az egyik a technologia, a masik az emberek MI-
hez valo6 kapcsolodasanak szemszogébol végez rovid attekintést. A technikai attekintést a kihi-
vasok listajaval kezdem, ebben az elsé fejezetek informéciodira tdmaszkodik (IV.1.). Ezutan —
folytatva az el6z6 fejezet autonomiarol felvetett gondolatait — a gépi szabadsag rossz kivitele-
z¢€sét vizsgadlom meg, azaz a neuralis torzitas (elfogultsag, elditéletesség) attekintése kovetkezik
(IV.2.). Erre alapozva a két féle technologia tévedéseit dsszevetve elemzem, hogy mennyiben
ujszerti a gépek bemutatott torzitasa a hagyomanyos szamitastechnika programhibaihoz képest
(IV.3.). A human aspektusok attekintésén beliil el6szor bemutatom azokat a buktatokat, melyek
mar okoztak visszaesést az MI fejlodésében (IV.4.), végiil ezek koziil kiilon alfejezetben eme-

lem ki azt a fontos aspektust, mely arra mutat ra, hogy az emberek miért kovetik nehezen az

ekkora szemléletvaltassal jar6 ujdonsagokat (IV.5.).

IV.1. A NEURALIS MI UJSZERU VONASAI ES EZEK KIHIVASAI

Bar az eddigi fejezetek tobb oldalrdl felvillantottak az MI Gjszertiségét, érdemes tematikusan
is foglalkozni ezzel, mindkét kutatasi probléma érdekében. Kimeritd leirds errdl az Gjszertiség-
r6l nem adhatdo — meg sem kisérlem, — még tulsdgosan az elején vagyunk az MI-korszaknak.
Ebben az alfejezetben a kutatdshoz fontos technikai Gjdonsagok jellemzését tiiztem ki, melyek
majd iranyt tudnak mutatni a tovabbi vizsgalodasaimban. Ezek egybeesnek azokkal a ténye-
zOkkel, melyek a technologia fébb kihivasait jelentik. A leirt jellemzdk hatdrai nem élesek,
Ossze is fliggenek egymassal, de kdzos az alabbi ujdonsagokban (kihivasokban), hogy igazi
megoldasuk nincs, legfeljebb kezelhetdek kisebb-nagyobb kompromisszumokkal. Némely

esetben elvi akadalyai is vannak a tokéletes megoldasnak.

IV.1.1. Az MI jdonsagéanak 1ényege az emberi mivoltunkat érinti

Szokas mondani, hogy nincs 1) a Nap alatt, ez korunkra azonban nem igaz. A gépek 0j ge-

neracioja, mely terjedében van, alapvetden kiilonbozik minden koradbbi emberi taldlmanytol,

130 K4: A kihivasok és a fejlédés kérdéskore: Milyen kihivasokat hoz a neurdlis MI, hogyan kezelhetd a hibdzdsa,
és milyen tényezok befolyasolhatjak a technologia fejlodését vagy terjedését?
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mivel nem a kiilvildgban segit, hanem a belsd képességeink tertiletein. A régebbi korszakunk
ujabb és tjabb taldlmanyai vagy az ember fizikai erejét novelték meg a kerék, az emelérud vagy
a motor segitségével, vagy csupan az emberi érz¢kszervek képességeit tagitottdk nagyitd vagy
infrakép altal, vagy a kényelmét segitették. Persze az ilyen Iépésekkel is oriasi haladést értiink
el, de a kognitiv képességek gépiesitésének perspektivait még felfogni is nehéz, leghijabb te-
remtményeink masképp Ujak, mint a mérhetd ¢és objektiv kiilvilagban segité gépek és miiszerek.
A novum nagysaga épp az, hogy az M1 olyan teriileteken képes segitségiinkre lenni, amelyekrol
évezredeken at tlint egyértelmiinek, hogy az ember 1ényegét adjak, igy csak ember lehet ra ké-
pes, — sem allatok, sem emberi talalmanyok nem. Ebbdl az ujszeriiségbdl taplalkozhat az em-
beriség spontan félelme az MI-tdl, melyet erdsit, hogy divatos téma a miivészetekben, filozofi-
4ban.'3!

Emberi mivoltunk gépi timogatéasa csak ugy lehetséges, illetve csak ugy hatékony, ha a gép
minél jobban idomul az emberhez a megismerés téren. Ez az idomulas tobb, mint ahogyan pl.
egy szoftver felhasznaldbarat, vagy amint ergonomikus egér idomul keziink adottsagaihoz. Eh-
hez egyfajta , lelki formatervezés” kell, aminek hatékony miikodése megoldhatatlan anélkiil,
hogy jobban megismernénk sajat intellektusunkat, érzelmeinket, lelkiinket, tudatunkat, akara-
tunkat, szocialis dimenzidinkat, st moralis érzékiinket (¢s hasonl6 emberi tényezoket). Mindez
a tudomanyok szdmadra is ) megkozelitést hoz. Megvizsgalando pl., hogy a sajat kutatasaikon

feliil a kognitiv tudomanyok gyiijtéfogalméba hogyan kapcsolodnak bele (V.3.1.).

IV.1.2. Az MI objektiv mérhetdsége ¢és a Turing-teszt hibaja

Roviden: az 6sszetettebb MI-rendszerek mar mitkddési elveikben messze talmutatnak a re-
altudoményok objektiv mérhetdségének keretein. Tehat ez egy elvileg megoldhatatlan prob-
1éma, raadasul két oldalrdl az. Elsdsorban azért, mert az ember kognitiv belsé tere, amit az MI
utdnoz, nem mérhetd olyan pontossaggal, mint pl. a surlodas. Bizonyos jelenségek tiineti olda-
lait tudjuk mérni — de egy ilyen mért okozat mogott a pontos okokra csak kovetkeztethetiink. A
vizsgalt alany egyedibb, dsszetettebb, valtozékonyabb, mint pl. az anyag vagy a hullamjelensé-
gek. Masodsorban azért, mivel az utanzas mesterséges neuronhalo altali megvaldsitésa is egy
feketedoboz (1d. alabb). Tehat amikor azt szeretnénk mérni, hogy a gép mennyire emberi, akkor

sem az emberi oldal nem elég objektiv, amihez hasonlitunk, sem a gépi, amit hasonlitunk.

131 Olyan elképzelésekre gondolok, melyben az MI az evolicid 4] szintjét jelenti, 0ij l1étrendet latnak benne, mivel

az emberi felsObbrendtséget szerintiik 1étével cafolja, pl. [27].
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De még ennél is szubjektivebb a helyzet az elsé oldalon, mivel nincs olyan, hogy ,,az ember
kognicidja”: az emberek kognitiv képességei, targyi és gyakorlati tudasa meglehetdsen eltérd.

Vagyis a hires Turing-teszt'?

elvi hibgja, hogy ,,mérémiiszere nem hitelesitett”: hiszen azt sem
tudjuk, mennyire tehetséges €s mennyire rutinos (képzett) az a személy, aki a teszt soran meg
akarja kiilonboztetni a gépi valaszokat az emberitél. Mondhatjuk, hogy egy 1Q-teszt alapjan
bizonyos tartomanyba es6 emberre értjiik, — de nincs egy, a mérleghez vagy a Geiger-Miiller
szamlalohoz!* hasonlo, a fizikai objektivitds erejével biré mérémodszeriink sem erre, sem sok
mas MI kortli tényezé mérésére.

A kognitiv tudomanyok eredményeinek figyelembevételével képes a gép egyre emberibbé
valni, s6t a gép hatékonysagi mutatoi is nagymértékben tudnak altaluk javulni (V.3.1.). Jelen
helyzetben ugyanis olyan ujfajta kérdésekkel szembesiiliink, melyek az eddigi gépeknél elvileg
sem mertiiltek fel. Pl. hogyan értelmezziik elvont kifejezések informéciotartalmat, foleg olya-
nokét, melyek a vilagszemlélettdl fliggéen fontosak vagy jelentéktelenek. (P1. hésiesség, arulas,
becsiilet, gdg, alazat stb.) Objektivizalhatoak-e, hogyan mérhetdek az ilyen cimkékhez tartozo
képzetek? Marpedig az MI viharos terjedése mellett egyre tobb ilyen kérdés mertilhet fel. Eze-
ket a nyelvi modellek persze kezelik, pl. egymas mellett sorolnak fel néhany értelmezést. Am
ez mashol — pl. dontéshozé rendszerek szdmara, — kevés. A gépek emberiesedésével szamos
emberi tulajdonsag mérésének igénye meriilhet fel a gépek szintekbe sorolasa és emberekkel
val6 Osszevethetdsége érdekében (111.4-5.).

Ez a t6 motivacidja annak a konvergencianak, mely 4ltal az MI-technoldgia beépiti magaba
a humantudomany szamos eredményét, igy a mérnokokon til a fejlesztések szerves részévé
valnak a human tuddsok is: nyelvészek, pszicholdégusok, szociolégusok stb (V.3.). Ez tulmutat
azon, hogy a szamitastechnikai célrendszerek esetében a fejlesztésben eddig is részt vettek a
célzott gazdasagi, egészségiigyi vagy allami teriilet szakemberei, jogdszok, gazdasagi szakem-
berek stb. Az jdonsag az, hogy mar a rendszer 1ényegét, a leképezési és informacios modelle-
ket alkotjak meg ,,nem redl” gondolkodast kutatok (pl. nyelvi modelleket, tanitdsi metddusokat,
tarsadalmi minték kialakulasanak maodjat). Korunkig a kiilsé tudoméanyokat inkabb csak inspi-
racionak hasznalta a szdmitastechnika, a hangsuly a természetes dolgok miitkodésének algorit-
mizalasan volt (I1.3.3.). Tehat az MI-ben a real- és a humantudomanyok eredményei adédnak

0ssze.

132 A teszt azzal méri a gépek képességeit, hogy a tesztelé meg tudja-e kiilonbdztetni, hogy kérdéseire gép vagy
ember valaszolt-e? Az eredeti teszt: [43].
133" A radioaktivitds érzékelésére és szamlalasara hasznalatos berendezés. https://www.elektroncspp.hu/cik-
kek/gmcspp.php (Letdltve: 2024.01.20.)
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Am ezen tul fellép egy lehatarol6 hatés is: A kognitiv tudomanyok segithetnek elvalasztani,
megkiilonboztetni a gép lehetdségeit az emberi lehetdségektol A redltudomanyok nem kompe-
tensek megvalaszolni példaul olyan kérdéseket, hogy mi az értéke az MI-jellegli emberutanzas-
nak? Vagy, hogy ez hogyan kiilonbdzik az emberi képességeinkbdl fakado eredményektdl? To-
vabba motivald hatassal is lehet az MI a kognitiv tudoméanyokra, olyan felismerésekre inspi-
ralva a kutatokat, melyeket nem csupéan gépi, hanem emberi téren is hasznalhatnak, pl. dnisme-

reti, pedagogiai stb. modszerekké konvertalva azokat.

IV.1.3. A feketedoboz

Az el6z0 fejezetben utaltam a neuralis MI objektiv mérhetdségének korlataira. Ez a teriilet
az emberinél sokkal jobban objektivizalhato: a kod szintjén, az elvart érték, vagyis a koltség-
fliggvény minimumanak megkeresése objektiv (II.1.2.). Viszont abban mindig van némi szub-
jektivitas, hogy mit varunk el és milyen adatokat tudunk a gépnek adni (erre visszatérek, IV.2.).
Itt azokat a problémakat vizsgalom, melyek a tobbrétegii neuronhalok ,,feketeségének” elvi ve-
lejardi. Ezeket (még) nem lehet teljesen megsziintetni, legfeljebb kezelni, de azt sem konnyti.
Ezért a megfeleld kezelési modok kiforrasaig, szabalyozasaig, ellendrzéséig ezek nem csak a
fejlodést, de egyben a terjedést is lassitod tényezok.

e A feketedoboz tudasanak atlathatatlansaga. Az atlathatosag (fransparency) itt kétféle
problémat jeldl: (1) a modell pontos mitkddésének, valaszainak atlathatatlansaga és (2) a
feldolgozott adatok pontos ismeretének esetleges hianya — hiszen mindkett6t elrejti a neu-
ronhalo. Az (1) eset a bizonytalansaggal (uncertainty) fiigg 0ssze, és a kovetkezd pontba
keriilt. Az adatok problémaja (2) alatt azt értem, hogy az MI-szolgaltatasok felhasznaloi
nem valogathatjak meg a tanitohalmazt, sét nem is tudhatjak pontosan, hogy mivel tanitot-
tak be, vagy mivel frissitik az adott gépet. Ez védelmi szempontbdl is fontos probléma. Az
atlathatosagot egyes fejleszték blokklanc alkalmazasaval probaljak elérni!** — ez a javaslat
sok esetben jo lehet, ¢letszerlisége, terjeszthetdsége azonban kérdéses.

e A feketedoboz bizonytalansaga (kiszamithatatlansag). A neuronhalok neuronjainak tart-
alma dnmagaban egy értelmezhetetlen szamérték. Ezek megtekintése arra hasonitana, ami-
kor egy futtathat6 fajlt (egy, amiugy miikddé programot) szovegszerkesztdben nyitunk meg,
¢s csak egy értelmezhetetlen karakterhalmazt latunk. A legtdbb esetben ez nem jelent gon-

dot, mivel az eredmény szamit — egymas agyaba sem latunk bele, csak azt tudjuk, amit a

134 Tlyen pl. az IBM és a Casper Labs megoldasa: [150].
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masik tudatni akar. Ugy tiinik ez az autoném dontések velejardja, és az emberek viselkedé-
sében ezt meg is szoktuk. Viszont egy ember esetében sem toleraljuk, hogy pl. sajat dontési
szabadsagat masok biztonsagara vonatkozo szabalyok ellen érvényesitse, foleg, ha ezzel
¢leteket veszélyeztet. Gépektdl még kevésbé fogadunk el ilyen kiszdmithatatlansagot. A
programozott gépek szabalykovetdek, raadasul szabdlyaik, az algoritmusuk jol atlathato.
Ezért akar mar emberéleteket bizunk automatakra; dontésiik biztossaga (és biztonsaga)
alapkdvetelménny¢ valt. Ezt a neuralis MI a megszokott mddon nem képes produkalni, mi-
vel a valdésagot nem pontosan ismert moédon képezi le és egyszerusiti le, ezért 0 szamos
felhasznalas esetében nem mindsithetdek biztonsagosnak az MI statisztikai alapti, bizony-
talan dontései. Mérhetd és részben kezelhetd ez a gond [151], és kiemelten jelentkezik az
egészségiigyben [152], vagy a fegyverek (els6sorban az autondm fegyverrendszerek) terii-
letén, és minden védelmi szempontbdl is kritikus rendszernél (erdmiivek, veszélyes iize-
mek). A komplexebb rendszerekben még nagyobb problémat okoz (pl. okosvaros vagy még
egy okosirodahdz esetében).

e Megmagyarazhatésag és értelmezhetdség: ezek is kulcskifejezések a feketedoboz prob-
léméban (a Big Datanal is, bar ott kicsit masképp). Erre ugyan vannak megoldasi javaslatok,
de komoly kompromisszumokat igényelnek. Néha segithet a modell egyszertisitése. Mas
esetekben a post hoc értelmezés kinalkozik megoldasnak, ami azt takarja, hogy a feketedo-
boz ugyan megmarad, viszont betekintést probalunk szerezni a kész modell eredményeibe
(tehat gyakorlatilag egy atfogo és alapos tesztelésrdl van sz6). Egy kiilon MI fejlesztési
trend az XAI (Explainable Al), vagyis a magyarazhaté MI [153], melyre egyre jelentdsebb
a kereslet, annak ellenére, hogy az ilyen rendszerek hatadsfoka lemarad a feketedobozzal
dolgoz6 megoldasokétol. A probléma kezelésére iranyuld szdmos biztatd torekvést figye-
lembe véve ugy vélem, ezek jelentdsen nem fogjak vissza az MI fejlddését, de terjedését
akadalyozhatjak a megoldasokkal egyiitt jaré komoly kompromisszumok.

e A feketedoboz egyéb hatranyossagai. Csupan felsorolasszeriien néhany tovabbi aggaly,
melyeket kutatok emlitenek. (1) Hibakeresés: nem kivant eredmény esetén nehéz a javitas,
nem lehet a bug-ot tigy lokalizalni és javitani, mint forraskod esetén. (2) Etikai aggélyok:
nem tudjuk, hogy egy idegen modell a vilag mely etikai rendszerének szeretne megfelelni.
(3) Adatmérgezés: a mélytanulasi algoritmusok érzékenyek lehetnek a fals informéciokon
keresztiili timadésokra.[154] (4) Bizalom, (5) elszamoltathat6sag, (6) szabalyozhatdsag.

A fenti lista nem teljes korli, &m ennyi elegendé annak bemutatdsahoz, hogy az MI rejtélyes

belseje egy fontos hatraltato tényez6 mind az MI fejlodésének, mind pedig terjedését illetden.

116



IV.1.4. Félig lekiizdott problémak: érvelés, altaldnositas, Ontanitas

Az MI ujabb és tjabb modelljei altal az olyan korabbi elvi korlatok is leomlani latszhattak,
mint az altalanositasi, az érvelési és az ontanulasi képesség. Igaz, ez a harom (egyébként 0sz-
szefliggd) tényezo igen sokat fejlodott az utdbbi idében — az eredmények azonban még csak
részlegesek. Az AGI'® megvaldsithatosagaval kapcsolatban (Id. IV.6.) hasznos adalékokat ad,
ha réviden megnézziik az emlitett harom kulcstényezdvel kapcsolatos helyzetet.

e Altalanositas. Emberi gondolkodasunk sarokkdvei az egyre tagabb éltalanositasok (vo.
IV.2.2.). A korai megerdsitéses modellek nagyon rosszul kezelték a megtanult séma kis
megvaltozasat is, !¢ de jelentdsek az eldrelépések e tekintetben. Haromféle akadalyt tudtam
szétvalasztani e téren. (1) Ha képessé tessziik a géplinket valami nagyon altaldnos minta-
egyezés azonositasara, akkor komoly huménerd igénye van annak, hogy ellendrizziik, hogy
ez a valdsagban is 1étezik-e vagy sem. (2) A gép altal fellelt mintazatok akkor hasznélha-
toak, ha a gép egy séman beliil dolgozik, igy az Gjdonsag csak mintazatsémakon beliil 4j. A
sémat az embernek kell jol definidlnia. (3). Gépeink nem képesek olyan éltaldnositasra, amit
a filozofiai elvonatkoztatas kifejezéssel irnank le, hiszen erre a matematika tudomanya sem
képes (bar vannak erre probalkozasok). Az altalanositas terén attérésnek tekintik az tin zero-
shot modelleket, hiszen ezek képesek nem-tanult dolgokat is felismerni,'3” ezért bizonyos,
eddig ismeretlen mintazatokat is felismernek. Ez azonban nem igazi altalanositas, hiszen
csak az adott séman beliil miikddik, ahol nekiink kell megmondanunk az 6sszefliggést,
vagyis, hogy létezik a csikossag €és a 10 Osszekapcsolasa (vo. 1V.2.6.). Ha a gép kapcsol
Ossze a vilagban dssze nem tartozo dolgokat, az nem hasznos. Osszefoglalva: a gép altala-
nositod képessége elvileg is korlatos — ezért is képtelen a megértésre.

o KErvelés. Az eldz3 pont gondolatat folytatva: az olyanfajta érvelés, amely megértésen ala-
pul, elvileg elérhetetlen egy mostani mélytanuldsi modell szaméara. Erre az iménti altalano-
sitdssal dsszefiiggd korlatossagon til tobb érvet is felhoznak a kutatok!'*®, melyet aranytalan

lenne itt elemezni. Szemléltetésiil egyet vazolok: a virtualis térbe mindig csupéan egy bedal-

135 AGI = Artifitial General Intelligence (1d. 1.3.3.).

136 p¢ldaul egy régi szamitogépes jatékot iigyesen jatszd egyszerii mélytanulas az iité minimalis megvaltoztatasa
utan nagyon rosszul teljesitett.[155]

37 A kevés 16vésii” rendszereket minél kevesebb informdacidobol probaljak tanitani, a nulla 16vésnél a tanitott info
csokken nullara. Példaul abbol az informaciobol, hogy a zebra egy csikos 10, felismeri a zebrat egy lovakon tanitott
képfelismerd.

138 P|. hosszl tavi tervezés, algoritmikus adatmanipuléci6. Bévebben 1d. [156, pp. Section 2 of Chapter 9].
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litott vilagnak a részhalmaza kertil leképezésre, ahol az 0sszefiiggések is csak tanult infor-
maciok, probalkozasok, nem pedig valddi felismerések. Vagyis a gép csak adott érvelési
sémat képes kovetni — ami elegendd arra, hogy pl. egy lehetséges stabil molekula 1étét meg-
josolja, igy rengeteg kisérletet sporolva meg. Igazi érvelésre ugyan nem képes, viszont va-
l6jaban nincs is sziikség arra, hogy a gép tényleg megértsen egy érvelést, elegendd, ha jol
utanozza azt. Tehat a problémat manapsag inkdbb megkeriilik, mintsem megoldjak. Ez a
cél jobban megvalosithatd, és szamos esetben éppugy elegendd, ahogyan egy magolds gye-
rek is kaphat jelest a feleletére, annak ellenére, hogy nem érti a tananyagot. Ha nem faggatja
nagyon a tanar, képes ligyesen ugy tenni, mintha értene is valamit abb6l, amit felmond. Jo
példak erre az NLP-rendszerek, és ezek értési korlatai is viszonylag kdzismertek.
Ontanitas. A feliigyelet nélkiili tanitas is sokat fejlédott, ennek motivéacidja, hogy sokkal
kevesebb aprolékos munka sziikséges hozza, mint az adatok cimkézéséhez. Cserébe az
Ontanito rendszerek tanitdsa hasonldéan nehéz modszertanokat igényel, mint a borzasztéan
specialis igényli kisgyerekek oktatasa. Rdadasul minden feladattipusnal 1j médszer kell, és
még igy is csupan célrendszerek jonnek létre. Igy a mai eredmények aligha vethetSek ssze
egy feln6tt ember onképzésével, melyben a mintakezelésen kiviil ugy tlinik sok mas, egy-
eldre feltaratlan vagy matematikailag még nem megragadhat6 tényez6 is miikodik. Ergo a
gépeink akkor is csupan betanitott munkasok, ha értelmiségi emberek altal végzett felada-
tokat képesek hibatlanul elvégezni. Ez egyébként nagyon igéretes és meglehetdsen diszrup-
tiv tudaspotencial.

Osszegezve elmondhatd, hogy a feni problémak felolddsa nélkiil a leglijabb rendszerek is

csupan utanzégépek. Nem bizonyithato ugyanis az a hipotézis, hogy az utanzas és az értés ko-

z0tti 1épcso a jelenleg ismert fejlesztési iranyokban megugorhat6 lenne.

IV.1.5. A nyers erd paradigma kérddjelei

A jelenlegi MI-fejlesztések a problémakat brute force'>® megoldasokkal kozelitik meg, mi-

kozben a ,,Jlemasolt” agy minddssze husz watt energia felhasznaladsaval sokkal tobb mindenre

képes, mint egy oriasi eréforras-igényl, fejlett MI-rendszer.[157] Ez a tény 6nmagaban is ravi-

lagit arra, hogy mennyire megkérddjelezhetd a jelenlegi f6 paradigma, mely a hatalmas adat-

mennyiséggel €és a szupergépek teljesitményével képes csak jo eredményekre.

139 A ,nyers er8” nevii modszer, a kodtorésekben a jelszoprobalgatast jelenti, de a kifejezést itt az MI-hez sziiksé-

ges igen erdteljes technoldgia értelmében hasznaljuk.
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Egyes kutatok szerint megfigyelhetd egy parhuzam, az ilyen MI-rendszerek és a gyogyszer-
ipar egy régebbi allapota kozott. Az utdbbi dgazat is a nyers erd dsvényén probalt elérejutni,
tobb-kevesebb sikerrel. Igazi lendiiletet azonban akkor kapott, amikor taldlt olyan miikodd 0j
paradigmat, melyre le tudta cserélni ezt a megkozelitést. Ezért jogosan meriil fel, hogy az ott
bekovetkezett fordulathoz hasonlo, alapvetd valtozasok lennének sziikségesek az MI terén
1s.[157] A kutato6 az ehhez sziikséges municiot elsésorban az agykutatas legujabb eredményeitdl
varja.

Véleményem szerint azonban nem igazolhat6 ez a bizakodas sem, hiszen az agy vélt neuralis
modellezése az alapja a jelenlegi, tulsagosan is erdigényes (brute force) MI-modelleknek is.
Vagyis a neuroldgiai modell fejlettebb elektronikus mésolata tovabbra sem garantalja az embe-

réhez hasonl6 ,,hlisz wattos megoldast”.

IV.2. AZ MI TORZITASA (ELFOGULTSAG) — AVAGY EGY REGI PROBLEMA

UJDONSAGAI

Az el0z0 alfejezet listdja is érintette ezt a kérdést, melyre itt érdemes alaposabban kitérni. A
torzitas lehet nem szandékos vagy egy Ml-szabotdzs. Itt az MI-torzitas tudatos elkeriilésére
koncentréalok, csak néhol érintem a tudatos torzitas témajat (ami a torzulds hatterének leirasa

kozben ugyis kézenfekvové valik).

IV.2.1. Az Ml-torzitas terminologiai vizsgalata €s felosztasa

Népszerti a témat olyan kifejezésekkel targyalni, mint ,,az MI el6itéletessége”, az ,,MI elfo-
gultsdga”, én azonban a torzitas kifejezést preferalom. Ennek oka kettds: egyrészt mert altala-
nosabb, jobban lefedi a hibatipusok sokféleségét, masrészt objektivebb, kevésbé sugalmazza
azt, hogy egy gépben hasonld ez a jelenség, mint az emberben.

Az elditéletesség sz6 ilyen hasznalata ellen két érv hozhato6 fel. Egyrészt az ilyen vadak sok-
szor nem a rendszer hibgjat tiikkrozik, hanem a vadold nem akar szembenézni az objektiv té-
nyekkel. Ha az urdnbanyaszok betegségei kozott alulreprezentalt a méhnyakrak a tarsadalmi
atlaghoz képest, az vélhetden nem hiba, hanem a banyaszok sziiletési neméhez kothetd tény.
Masrészt az elditéletesség szonak van pejorativ felhangja, mely egyfajta tudatossagot sugall,
mint ahogyan egy neonaci dont a politikai ideoldgidja mellett. Ennek a szonak a hasznalata pont
azoknal jellemzd, ahol amugy is rettegnek a tudatra ébredd, ember ellen fordulé MI-tdl. Vagyis

az eloitéletesség kifejezés helyteleniil antropomorfizalja a jelenlegi, vékony MI-modellekkel
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mukodo gépeket. Emellett a fejlesztok szamara is sérté annak sugallasa, hogy tgy teszik eloi-
téletessé az MI-t, ahogyan egy sziil6 vagy tanar befolyasol egy fiatalt. Tehat ilyen esetekre csak
az elfogultsag kifejezést tartom helyesnek, mely emberekre alkalmazva is jobban magéba fog-
lalja a nem szandékolt hatteret. Hasznos lesz szamunka még a kovetkezd elemzésnél az elo-
itéletesség szo, de csak ezt a szétbontott alakot etimologizalva.

Tehat a sz6hasznalat terén egy vildgosabb terminologia mellett szallok sikra, ahol a fejlesztoi
hibdkat MI-torzitasnak, az MI-k miikddésének szandékos befolyasolasat pedig MI-szabotdzs-
nak hivjak. Hiszen valdjaban a kérdéskor tudomanyos vizsgalata sem a rossz szandékbol elko-
vetett torzitasra fokuszal, hanem a rendszer bonyolultsagabol adodo, ilyen jelenséget okozd
problémakért elemzi. Tény ugyanis, hogy a jo szandék ellenére is szamos esetben le kellett
allitani MI-ket a torzitds miatt, — viszont ennek csak azok az esetei lettek a vilagsajtd témai,
melyek az emberi elditéletesség sémai szerint voltak hibasak. Elsdsorban a faji és nemi téren
figyeltek fel erre [158], példaul az MI-re alapozott munkaerd-toborzas nemek szerint torzitott,
¢és hirhedtté valt az az eset, amikor egy chatbot lett rasszista.[159] S bar hasonlo6 hiba okozza,
de nincs sajtovisszhangja pl. egy olyan iizleti szempontbdl problémas esetnek, amikor egy
mélytanulast is hasznalé webshopban az automatikus tanulds miatt egy egyedibb kinézetii cipd
nem jelenik meg egy keresOkérdésre, holott megfelel a keresés feltételeinek (kézi cimkézésnél
megjelenne).

A torzitds okait célszerii a hibak kezelhetdsége szerint csoportositani. Sokféle lista fellelhetd,

én hét fobb tényezore bontva fogom a kérdést elemezni (t6bb koziiliik feloszthatd):

0. fejlesztdi belso: a Iétrehozo személyek emberi elfogultsaga (ez a tobbire is hatassal van);

1. hardver: alapvetéen hagyomanyos hardveres hibdk, de egy hardveres neuralis megoldas
alkalmazasa is lehet hibas;

2. viszony: mashol bevalt technika (modell, adatvalogatis vagy betanitds) helytelen imple-

mentalasa;

algoritmus: kodhiba, vagy a modell elégtelensége;

adat: az adathalmaz kiegyenlitetlen, vagy a cimkehalmaz nem megfeleld;

tanitas: a tanitdsi metodus (vagy személy) elégtelen a sulyok elfogadhatd hangolasara;

S

felhasznaldi hiba: alapvetden azt jelenti, hogy a megkapott eredmény értelmezdje félreérti

az MI-tdl kapott eredményt, de jelentheti a felhasznaloktol tanuld MI torzulasat is.

Kiilon kihivas, hogy az MI feketedoboz-jellege miatt utolagos tesztek soran is nehéz felis-

merni a dontések torzitasat, igy ezt a hibatipust (is) csak preventiven lehet jol kezelni. Bar egyes
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tényezék (3-5) torzitdsanak elkeriilése részben automatizalhato,'** de a legtobb szakember
egyetért abban, hogy a torzitasok elleni prevencio alapja az MI egészének gondos 1étrehozésa.
Ezért vettem kiilon a 2. tényez6t, vagyis a 3—5 tényezOk viszonyat. Tobben ramutatnak arra is,
hogy csak megfeleld emberi akarat adhat esélyt a probléma csokkentésére,'*! ezért a feloszta-

somban szerepld ,,nulladik tényezo6t”, vagyis az emberi szempontot most kiemelten targyalom.

IV.2.2. Fejlesztoi hibak és a humanvirtualizacié alapproblémai

A gépben megjelend torzitasok bemutatasa eldtt sziikséges a fenti lista nulladik pontjdnak
vizsgalata, a létrehozok tudattalan elfogultsaganak, vagy arra vezetd szemléletiiknek vazlatos

elemzése. (A témaval foglalkoztam mas 6sszefiiggésben is [162, pp. 369].)

(1.) A humanvirtualizdcio és annak alapproblémdi

Az emberi elfogultsag 6 oka a vilag szlikségszerii egyszertisitése, erre a humanvirtualizacié
fogalmat alkalmazom. Itt nem célom a kognicié folyamatanak tudomanyos bemutatasa, mivel
ez tul messzire vezetne — csupan szeretném ebbdl a sajatos irdnybol megvilagitani belsd (virtu-
alis) vilagunk kialakulasi mechanizmusanak egyik elemét. Kognitiv képességeink Gsszessége
hozza 1étre azt a belso értést (vagy félreértést), tudast, emléket vagy asszociaciot, amelyre ko-
vetkeztetéseinket, igy dontéseinket visszavezethetjiik. A humanvirtualizacio tehat a vilag leké-
pezése a személyes kognicidink altal alkotott vilagunkba, ennyiben parhuzamba éllithat6 a gépi
virtualizacioval. A kibertér azonban nem egy standalone PC belsé miikddése, igy a személyes
kognitiv vilagunk a szocialis haloval €s tarsadalmi hatasokkal egytitt hozza 1étre azt, amit valo-
jéban kognitiv térnek nevezhetiink. De maradjunk most a személyes sikon.

Mondhatjuk, hogy az emberi elfogultsag azért keletkezik, mert a vilagot csak egyszeriisitve
tudjuk megfelelden kezelni — ez a mondat is egy leegyszerisités. A végteleniil valtozatos vila-
got kénytelenek vagyunk megszamlalhato, kezelhetd modozatra leképezni, ezért hozunk 1étre
halmazokat, cimkéket. A cimkézés kognitiv rendszerilink egyik alapja — részben ezért is alapoz-
tuk erre a szamitogépes rendszereinket, ezen beliil az MI-ket is. Eldnye, hogy eleve kezeli a
kisebb eltéréseket az egyedek kozott (pl. alma), hierarchikusan is rendszerezhet6 (pl. az alma
fajtak szerint), de egy elem tobb cimkével is ellathatd, mely alapjan tdle teljesen idegen dol-
gokkal is egy halmazba keriilhet a cimkézett dolog (piros, gdmbolyti, édes). Tovabba ez képes

kezelni, kvantaltta és mérhetévé tenni az analog jellegii vildg tényezdit, hogy aztan kezelhetd,

140 P1, az IBM ilyen rendszerérdl [160]. A rendszer leirasa: https://www.ibm.com/blogs/research/2018/09/ai-fa-
irness-360/

141 Javasolt 6sszefoglald: [161].
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szamolhat6, objektiv valosagot hozzon beldle 1étre. Més esetekben a cimkék fokozatokat jelen-
tenek (gyors-lasst), és épp a koztiik valo dtmenetet kell triikkkdsen leképezni a gépbe (pl. fuzzy
logikaval, 11.3.2.)

Az emberek csak a korabbi tapasztalataikbol kialakitott rendszerbe képesek az 1) informaci-
okat beletenni. A gép ezt utdnozza, részben a hagyomanyos memoridiban tarolt adatokkal, rész-
rabbi (részben emberi) tapasztalatokra alapozza tudasat. Mindkét tudast a belsé cimke és hal-
mazrendszer mintazatai generaljak. A kognicidé miikodésének ezt a részét jol abrazolja az ,,el6-
itéletesség” kifejezés etimologiaja: itéleteinket mindig kordbbi itéletek elézik meg. Tuddsnak
akkor érezziik, amikor ellendriztiik ezeket a korabbi itéletiinket, és az igazolddni latszott. (Bar
az igazoltnak tlind tudas is megddlhet, amint azt a kvantumfizika paradigmavaltasa mutatta.)

Kimondhato tehat, hogy kognicionk lényegét tekintve elditéletes. Vagyis az ,.elditélet-men-
tesség” kifejezés ismeretelméletileg értelmezhetetlen — moralis szinten ettdl még ramutathat
arra, hogy bizonyos prekoncepciotipusokat célszer, illetve etikus feliilvizsgalni. Tudéashibat

general az egyszerisitési 0sztoniink tilzasa is. Ennek esetei példaul (a teljesség igénye nélkiil):

o tul kevés adat alapjan jon 1étre a cimkézés (feliiletes ismeret),

e tul kevés a cimke (terminoldgiai keretek hianya),

e cgy cimke ala vald besorolas feltételrendszere szimplifikaltabb a kelleténél (a termino-
l6gia pontatlan ismerete),

e bizonyos cimke indokolatlan sulyt kap (erre példa lehet a minden kutyatol valé félelem,
amikor egyetlen agressziv kutya emléke torzitja el a sok szelid kutya emlékeinek sulyat,

igy a kutydhoz az agressziv cimke mindenképpen odatarsul).

Kisgyermekeknél az ilyen tévedéseket természetesnek vessziik, hiszen bizonyos, hogy nem
elégséges az adat ¢és a cimke, ami alapjan altalanositani probalnak. A fejlodés soran azonban
megjelenhet az ) mintdk tudatos vagy tudat alatti elnyomasa, figyelembe nem vétele, ezért
felndttek esetében az elbitéletesség szo pejorativ alkalmazéasa moralisan indokolt lehet. A spon-
tan (figyelmetlenségbdl, érzelmekbdl) generdlodd emberi elditélet tehat nehezen keriilheto el.
A tudatos elditéletesség (pl. valaki nem hajland6 vasarolni dstermelOktdl a piacon) viszont vég-
telen vitak targya lehet. A humanvirtualizacio ilyen sajatossagait nem kivanjuk implementalni

intelligenciank utanzasakor — azonban ez nemigen kertilhetd el.

(2.) Emberi és gépi virtualizacio
Az analdgia ellenére ki kell emelni, hogy az analdg vilagot bensénk masképp egyszerisiti

le, mint a gépek, itt haromféle kiilonbséget kivanok leirni. El8szor is abbol indulok ki, hogy
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mindenki a vilg sajatos, szubjektiv leképezését hozza 1étre magaban. Am a tobbi emberrel valo
interakci6 érdekében mindenki mar gyerekként megtanulja objektivizalni ezt a belsd vilagat,
mert csak ilyen formaban tudja kozolhetdvé tenni sajat tapasztalatait és gondolatait, és befo-
gadni masokét. Az objektivizalashoz egy adott nyelv formait, szokasokat (illemet), mértékegy-
ségeket ¢és hasonlokat hasznalunk, ezek altal is tarolunk informacionkat. De a vilagbol nyert
informdaciok jo részét nem ilyen objektiv mdédon taroljuk — ezért jelennek meg pl. a félreértések
a kommunikacionkban. Az elsd eltérés a gépi és emberi tudas kozott abbol adodik, hogy az
objektivitas tényezoit is mi hoztuk Iétre, ezzel szemben a gépek az altalunk létrehozott, mar
objektivizalt informaciot vagy adatot taroljak.

A szamitogépes kutatasokon beliil kiilon szakteriiletek foglalkoznak az ilyen problémakkal:
un. tudasreprezentaciokat, illetve ontoldgidkat dolgoznak ki. Ezek a régebbi, még a hagyoma-
nyos szamitastechnika alapjain kialakult leképezési rendszerek (V.1.1.), de az MI erésodése
miatt reneszanszukat €lik. Tudasreprezentacionak az olyan modszerek 6sszességét hivjak, ame-
lyek lehetdvé teszik szamitogépes rendszerek szamara a vilag strukturalt leirasat. Ebbe szamos
modszer tartozik: a szimbolumok és logikai szabalyok reprezentalasatol (szimbolikus MI) a
fogalmaknak és azok kapcsolatainak grafos dbrazolasan at (szemantikus halok) egy feladat 6sz-
adott tartomanyban eléforduld fogalmakat definidlnak, és leirjak azok tulajdonséagait és a ko-
zottiik fennallo kapcesolatokat. Az altaluk biztositott kozos szokészlet és nyelvtan teszi lehetdveé
az adatok szemantikai leirdsat és a tudas megoOrzését a gépi reprezentacioban.[164] Ezek a tu-
domanyok tehat olyan leképezéseket hoznak 1étre, melyek matematikailag ragadjak meg a vilag
adott szegmensét — am egy ilyen leképezés is csak onmagén beliil képes objektiv lenni. Példaul
az ,,elhanyagolt tényez0k™ hatarat egy adott feladatnal az igények és tapasztalatok alapjan tud-
jak csak meghatérozni.

A masodik Iényeges eltérés, hogy mi emberek, tudat alatt is folyamatosan atdolgozzuk a
tarolt dolgokat: probaljuk kipdtolni a hianyzo informaciot, dsszefiiggéseket talalni, és érzelme-
ket tarsitunk hozzajuk. Ezt az utotorzitast néha hibaként, néha tudomanyos felismerésként vagy
muvészi latasmodként lehet értékelni — de mindenképp ,,emberi”, tokéletlenségiink 6sszes szép-
ségével egyiitt. Példak erre azok a tudomanyos elméletek, melyek sokszor hosszu ideig megha-
tarozoak, objektivek voltak, mig egy masik modell nem adott pontosabb kozelitést a problé-
mara. A fejlettebb gépek is képesek arra, hogy folyamatosan atdolgozzék az adataikat, de ezt

nem Osztondsen teszik, hanem csak 1étrehozoik igényeinek mértékében.
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A harmadik kiilonbség a tudattalan szemlélet hatasa a dontésekre. Az el6zd fejtegetések
alapjan vilagossa valhatott, hogy a dontéseink mogott a tudattalan szemléletek jelentik a legna-
gyobb kihivast, mivel ezek tudatositasa igen nehéz €s az egyén szdmara személyes, Onismereti
feladat. Konnyen hozhat valaki az explicit elveivel ellenkez0 elhatarozast, hiszen a vallott etikai
elveink mellett pl. tudatalatti tényezok is befolyasoljak az emberi dontéseket.!*?. Ezzel szemben
egy gép esetében a probléma épp ennek forditottja: a vildgos parancsokat a gép tul konnyen
végrehajtja; egy gépben nem lépnek fel tudatalatti vagy lelkiismereti gatak. Az autonom fegy-
verek elleni averzio egyik f6 oka, hogy a gépnek teljesen egyforma output feladat az emberolés
vagy egy kavics arrébb rakasa. Kérdéses persze a parancs vildgossaga, illetve a bonyolodé rend-
szerekben a neuralis haloban 1étrejovo ,,gépi tudatalatti” szféra (vagyis az MI-torzitdsok) ha-
tasa. Mind az MI kialakitdsanal, mind a kiképzés sordn a tudattalan részek elkeriilésére torek-

szenek, am a gépeknél ez talan nem annyira nehéz, mint az embereknél.

(3.) A tudattalan szemléletek hatdsa és ennek védelmi aspektusa

Az eldz6 labjegyzetben hozott példa jol mutat ra arra, hogy egy MI-rendszer megalkotdja
hogyan csempészheti bele elfojtott vagy teljesen tudattalan szemléletét élete minden teriiletébe,
esetiinkben az MI létrehozasanak folyamataba. Hiszen az ember elvei nem csupan szdmtalan
ponton megfogalmazatlanok, hanem sokszor kovetkezetlenek, valamint valtozékonyak is. Er-
z€keinket, érzékelésiinket is meg lehet zavarni, ezek is hatnak, tovabba a személyes kornyezeti
ingerek (elvarasok, érzelmi allapot) vagy akar a média feldl jovo Oridsi mennyiségli hatas 6sz-
szességét sem tudjuk feldolgozni, jol rendszerezni, megfeleléen elhelyezni a korabbiakkal 6sz-
szefliggésben. Régen is keveseknek sikeriilt, de korukban egyre nehezebb kovetkezetes és tu-
datos nézetek szerint ¢lni ugy, hogy raadasul ezek az alapszemléletek ne avuljanak el néhany
¢v alatt. Egy konzekvens szemléleti tudatossag megvaldsitadsa igen nagy személyes kihivas,
melyre kevesen vallalkoznak. Erre véllalkozni csak belsd, lelki motivacio alapjan lehet — pedig
erre a gépi intellektus fejlesztésekor is egyre nagyobb sziikség lenne.

A szemléleti torzitds mar a modellnél vagy az algoritmus szintjén is belekeriilhet egy kodba,
hiszen a jobb programozoknak stilusuk van — de az adatok meghatarozasa vagy az emberileg
feliigyelt tanitas soran elkeriilhetetlen az ilyen jellegii ,,figyelmetlenség”. A sz6 azért kertlt

idézojelbe, mivel nem szétszortsagot értek alatta, hanem azt, hogy az ember sajat szemléletének

142 példaul igen sok katona, — béar hivatasa, hogy hazaja védelmében akéar embereket is 61jon, — szereti a siilthust,
mégsem birja elviselni egy allat levagasat, sokan az arrdl vald beszédet sem. A két dolog kozotti ellentmondést
egyszeriien nem tudatositjak, sot elfojtjak, kizarjak a tudatossagukbol ezt a kellemetlen 6sszefiiggést. Ennek egy
harci helyzetben bajtarsaik megvédésének elmulasztasa lehet az ara. (Megjegyzés: erre a katonak pszichéjét tré-

ningezni kell, pl. haszonallatok megolésével, amely egyben tlélési gyakorlat is).
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foglya, igy 6nndn nem tudatos részét képtelen lesz kizarni a munkdjabol, észre sem veszi, ami-
kor belecsempészi.

A mai szamitdégépes rendszereket nem egyének hozzak létre, am az imént leirtak igazak a
csapatmunkara is. Egy fejlesztd csapatnak is van egy sajatos arculata. Idealis esetben ,,egyre jar
az agyuk”, ami ad egyfajta virtualis személyiséget a kozosségnek. Ez hatékonnya teszi a kozos
munkat, am épp ezért atsiklanak esetleg egy-egy probléma folott, melyet az egyre jard agyak
egyike sem vesz észre. K6z0s szemléletiiket (a virtualis személyiséget) meghatarozhatjak a ve-
zéregyéniségek vagy esetleg a vezetdk, de ohatatlanul kihat r4 a kultarkor vagy szubkultura is,
ahol szervezddik.

Ezért lehet érzékelhetd eltérés MI-fejlesztések kozott akar egy allamon vagy kultirkdron
beliil is, de még nagyobb kiilonbségre lehet szamitani pl. egy kinai, egy orosz, egy amerikai
vagy egy irani team esetében. Ezek a teamek koznapi kérdésekben egyiitt gondolkodnak, trivi-
alitasaik vannak — melyek azonban egy masik kultirkor szamara furcsa szabalyként jelenhetnek
meg. Az amerikai nyelvi modellek egyeduralma miatt egyeldre ennek hatasai nem érzékelhe-
téek és még nem jol kutathatdak, azonban a kapuban vannak mar mas modellek is, ahol ilyen
jelenségek véleményem szerint meg fognak jelenni.

Amennyiben ezt a problémat ki akarjak kiiszobdlni, akkor j6 megkozelités egy tudatosan
nemzetkozileg, online szervezddd team: ebben a tagok egyedi szemléletének kiilonbségei se-
githetnek tudatositani vagy észrevenni az eldbb emlitett eldugott szemantikai vagy metodikai
hibakat, igy egy kevésbé elfogult rendszert kapnak. De a kognitiv eltérések tudatos keresése ki
is hasznalhat6 gy, hogy az imént emlitett eltéréseket nem feloldjak, hanem az ellenfél rend-
szerében tdmadjak. Ez a gondolat atvezetne a kognitiv hadszintér téméjdhoz — mely egy még

most meginduld teriilet, kevésbé kiforrott, mint az MI, — de ne térjiink el a targytol.'*

IV.2.3. Kitérd: az Ures Lapra alapuld objektiv MI kritik4ja

Az imént humanvirtualizacionak nevezett probléma elkertilésére felmertil az emberi torzita-
sok elkeriilésének egy olyan mddja, hogy a gépeket nem kényszeritjiik ra azon cimkék és hal-
mazok alkalmazésara, amelyeket mi emberek tanultunk meg €s adunk nekik. Ennek a megkd-
zelitésnek egyik szélsdséges felvetése szerint ra kellene hagyni egy ilyen Ml-re, hogy maga

alakitsa ki az input adatok értelmezésének mikéntjét. Egy ilyen abszolut objektivitast megcélzo

143 Az itt vazoltakhoz még annyit érdemes megjegyzem, hogy a metaverzumok vizsgélatdval is igazan érdekes

tovabbi Osszefiiggések tarhatdak fel az imént leirtakkal dsszefliggésben.
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kutat6i koncepcid képviseldi szerint minden emberi adat szubjektiv, ezaltal valojaban akada-
lyozzék egy erds mesterséges intelligencia optimalis képességeit. Az egyik szerzd, — altalano-
sitva azt, hogy az arcfelismerési algoritmusok nem hasznalhatoak mas célra, — arra a kdvetkez-
tetésre jut, hogy ,,a vilagrol az Ml-rendszer altal megfigyelt priori informacidk felhasznalasa
nemcsak a kifejlesztett numerikus modszerek alkalmazhatosagat korlatozza, hanem teljesen le-
hetetlenné teszi egy erds mesterségesintelligencia-rendszer létrehozasat is.”'** [165, pp. 6] Ta-
nulméanyéban kimutatja, hogy egy megfeleld szenzorrendszer-halozattal ellatott, de ,,lires lap-
pal” indulé MI lehet majd képes ujszerii problémak megoldéasara. A tanulmanybol nem egyér-
telmi, hogy mennyire ,,altalanos” (é¢s nem vékony) MI jonne 1étre, sem az, hogy mitdl ,,megfe-
lel6” az a szenzorhalozat, mely ezt a modellt adatokkal ellatna és az iires lapot teleirnd, ezek
hogyan lennének teljesen mentesek az emberi szubjektivitastol. De ezen hidnyossagokat félre-
téve, a teljesen onmagat kialakité MI tézisével én elvileg sem tudok egyet érteni, a kdvetkezok

miatt:

e cza,lres lap tedria” nagy valoszinliséggel egy ember altal érthetetlen, sajatos kommu-
nikéciot hozna létre, tehat értelmezhetetlen halmazokat, cimkéket és Osszefiiggéseket.
Vagyis az embernek kellene megfejtenie €s megtanulnia az ilyen MI altal 1étrehozott
sajat nyelvet, aminek a logikaja eltérne minden emberi nyelvétol.

e Még csak esélye sem lenne az embernek megtanulni ,,iireslapMI-iil”. Ugyanis ez a sajat
leképezés a vilag valtozasaval valds iddben valtozna, tehat sokkal gyorsabban, mint azt
az emberek kovetni tudndk. Egy ilyen modell nyelvi oldalan a kifejezések folyamatosan
atalakulnanak, a régiek érvénytelenné valnanak, alkategoridkra osztddnanak. De az
ilyen rendszer egy¢b (nem nyelvi) tudésat is egy idopontban rogzittetni kellene vele,
hogy esély legyen az értelmezésére, hogy abbodl valami szdmunkra hasznos eredményre
jussunk.

e Bar a cél a human elditéletek elkeriilése volt, a jelenlegieknél sokkal veszélyesebb tor-
zitast hozna létre az ilyen MI. Ugyanis az ember szamara érthetetlen, 0j torzitdismodokat

eleve esélytelen kezelni, mivel ismeretlenek, de elkeriilésiiket nem tudjuk garantélni.

Ezek alapjan egy ilyen ,,iires lap” altal 5nmagat kialakité MI igen veszélyes, mivel a dontései
mogotti leképezések nem emberiek, igy dontéseitdl sem varhatd, hogy emberi igényeknek és
elvarasok szerint jonnek létre. Lehetnek optimalisak (a gép szerint), de szinte bizonyos, hogy

mindenféle etikai alapelvet teljesen nélkiilozé dontések lennének. Mivel a gép nem ¢él, ezért az

144 Sajét forditas. Megjegyzendd, hogy a cikk irdja orosz, igy ezzel a radikdlis gondolattal rémutat az eltérd kultu-
ralis hattérbol adodo eltérd tervezodi szemléletre.
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¢letet példaul miért tisztelné? Ezért csakis biztonsagos, szimulalt kornyezetben vetheto fel egy
ilyen kutatési célu vizsgalat, és akkor is idében korlatozva kell tanitani az iires laprol, eredmé-

nyeit pedig ember altal érthetd mésik MI segitségével elemezni.

IV.2.4. Tényezdk viszonya, algoritmikus és hardveres torzitas

Rétérve az MI-ben megjelend elfogultsagi problémakra eldszor is hangsulyozni kell, hogy a
tanithatd rendszerek torzitdsaban a modell, az adatok ¢és tanitdsi metodusok Osszefiiggésben
vannak, egymasbol kovetkeznek. Igy a tanitd adatok és az emberi-automatikus tanitas aranya
fiigg a modelltdl is, nemcsak a feladattol, tehat a hiba nem csupan a fenti kategoridkbol ered,
hanem ezek egymashoz rendelésébdl is adodhat. Bar megkérddjelezhetd a részfeladatok viszo-
nyanak kiilon szintként valo interpretalasa, hiszen a fejlddés jelen allapotdban nem ez szokott a
probléma oka lenni. Azonban gy vélem, hogy az egyre konnyebben hasznalhat6 tanito keret-
rendszerek terjedésével, ujabb és ujabb sajat célra MI-t barkacsold emberek vagy team-ek kony-
nyen elkovethetik ezt a hibat.

Tovabblépve az algoritmusokra: kimondhato, hogy egy MI akkor torzit, ha rosszul egysze-
riisiti a vilagot a vizsgalt kérdéskorre. Ezt kiemelten nehéz észrevenni algoritmikus szinten,
hiszen a matematika soha nem téved. Annak adott alkalmazéasa azonban lehet hibas, vagy nem
optimalis. Tehat az algoritmus szorosan Osszefiigg a nulladik szint human tényezdjével, a vilag
belsd leképezésével (és annak hibaival) is. Algoritmikus hibak alatt meg kell kiilonboztetni a
kodolasi és tervezési hibat. Az eldbbit elegendd emliteni, mivel megeldzése és kezelése hasonlo
a hagyomanyos kodhibakéval (erre visszatérek IV.3.-ban), &m a tervezési hibakrdol néhany gon-
dolat még ide kivankozik.

Amint az a modellek bemutatasanal (II.) vilagossa valt: egy-egy matematikai modell nem
optimalis minden kognicidtipusra (bemutattam pl. a képi és a szoveges kihivas kozotti jelentds
eltéréseket). Tehat a nem megfeleld modell valasztasa nem feltétleniil ,,hibat” general, viszont
konnyen hozzajarulhat a rendszer torzitasahoz. Egy megfelelé modell tigyetlen implementalasa
is hasonl6 kovetkezményekkel jar. Hiszen egy szemantikus hibat egy hagyomanyos kédban is
nehéz észrevenni, foleg, ha tévedés miatt a tesztelésbol is kimarad valamilyen, a tervezd sza-
mara nem ismert kivételtipus vizsgalata.

Végiil megemlitendd, hogy az MI-t futtatd gépi architektura szintjén is eléfordulhatnak tor-
zitast okoz6 hibak, a sériilt memoriaszektortdl kezdve a frissiilési (adatkapcsolati) problémakig
(akéar a hagyomanyos programoknal). A jovO torzitasi hibai azonban varhatdak a felhasznalt
architekturamodell téves ismeretébdl is. Bemutattam (I1.), hogy jelen hardverfejlesztési tenden-

cia igyekszik egyre inkabb az MI-rendszerek ,,ald dolgozni”, illetve akéar fizikailag valositanak

127



meg neuralis modelleket. Ilyenkor a gépben is megjelenik egyfajta torzitasra val6 hajlam. Pon-

145 adhat nehezen észrevehetd hibakat. Ez is

tosabban az ilyen hardverek helytelen hasznalata
hipotetikus probléméanak tlinik, de érdemes elképzelni olyan eseteket, amikor egy célhardverbe
valo befektetés nem tériil meg az eredeti moédon, akkor kézenfekvové valik annak mas, jove-

delmez6bb célra vald hasznalatanak erOltetése.

IV.2.5. Az adathiba

Egy érdekes kutatés, ,,a pszichopata MI”” bemutatasaval vezetem fel a problémat. Egy kuta-
tocsapat szandékosan ,,negativ”’ képekkel tanitotta az egyik kisérleti MI-t, mig egy azzal azonos
modell pozitiv képeken tanult. Ugyanaz az algoritmus igy nyilvan eltéré eredményre jutott.
Ennek ellendrzésére egy pszichologiai tesztet oldattak meg veliik: az egyik egy pszichopata
reakcioit adta, mig a masik MI egy normalis emberhez hasonldan reagalt. Ebbdl a kutatas ve-
zetdje arra jutott, hogy az adatok fontosabbak az algoritmusnal.[166]'¢ Megjegyzendd, hogy
ez a kovetkeztetése annyiban santit, hogy nem végzett 6sszehasonlitast eltéré modellekkel: kér-
dés, hogy nem kapnank-e hasonl6 eredményt ugyanazokkal az adatokkal tanitva egy rosszul
beallitott és egy jol mikodd modellt. Helyesebb lenne tehat tgy fogalmazni, hogy a jelenleg
hasznalt rendszereknél nem az algoritmikus szint a legveszélyesebb ok, ami egy-egy jelentd-
sebb hatas torzitds mogott all, sokkal nagyobb probléma a tanitd, validalo és teszteld adathal-
mazok megfeleld 0sszeallitdsa. Az adathiba elkeriilésénél félrevezetéstol mentesitett adatokra
torekednek, ezen a téren két kihivast valasztok szét.

Az adatokkal kapcsolatos kihivas egyik fele hasonlithatd a kérdéivkészités objektivitasra
torekvésére, csak nem a megkérdezettek valosaghti eloszlaséara tervezik meg az elvarasokat,
hanem az adatokéra. Ez nem feltétleniil egyenldséget jelent (bar van, amikor igy értelmezik),
hanem azt, hogy a valddi szdmaranyuknak megfelelen jelenjenek meg a gép valaszai kozott
olyan halmazok is, melyek spontan médon kevésbé reprezentaltak a digitalis térben. Pl. az idds
emberek kevesebb médiatartalmat gyartanak, ezért csak személyes (nem automatizalhat6) mod-
szerekkel lehet t6liikk adatot bekérni.

A kihivas masik fele a dontési adatok frissességének ¢és hitelességének ellentmondésaval
kapcsolatos. Ha pl. egy nyelvi modellben az internet friss adatait is figyelni szeretnénk, akkor

a kovetkez6 lehetdségek adodnak. Az elsd, hogy gyakorlatilag pozitiv cenzura ala kell vetni

145 Nyilvan nem egy szdvegre optimalizalt rendszer képfeldolgozasara valo alkalmazasat értem ez alatt, hanem pl.

V4

146 A kutatdsnak weboldala is van: http://norman-ai.mit.edu/
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annak felhasznalt tartalmait: kisziirni a hamis, a mas MI-k altal generalt, vagy csak tobbszords
tartalmakat kozI0 forrasokat (feketelista). A masodik eshetdség, hogy a valaszhoz csak emberek
altal mindsitett (pl. tudomanyossag szempontjabol relevans) tartalmakat venni figyelembe, ha
ez elvarasként meriil fel (fehér lista). Egy harmadik modszer, amit az altalam is segédeszkoz-
ként hasznalt Perplexity rendszer is alkalmaz: a kettd keveréke (sziirke lista). Pl. Academic
mode-ban elényben részesiti a tudomanyos portalrol szarmazé tartalmakat és kertili (de nem
zarja ki teljesen) az ennek a kritériumnak nem megfeleld, de relevansnak tling tartalmakat. Per-
sze szamos egy¢b sziirdt is hasznal, mint a kozzététel ideje vagy a szerzo hitelességének vizs-
galata. Ez utobbi tényez6 megallapitasa kiilon érdekes, mivel tudatosan €s indokoltan keriili az
olyan metrikdkat, mint a Hirsch-index, inkabb atlathatosag, semleges fogalmazasmaod, publika-
cids eldzmények stb. alapjan maga itéli meg a szerzé hitelességét az automatika.[167]'*” Ez a
példa jol mutat ra a kiilonboz6 igények vagy célrendszerek frissességének kihivasaira és azok
kezelésére, de az is latszik beldle, hogy hosszl tavon hogyan valtoztathatja meg az MI a tudo-
manyos munka mai metrikait is (jo esetben pozitiv irdnyban).

A nehézség vazolasa alapjan vildgossa valt, hogy az adatok megfeleléségének kérdése is
kapcsolatos a nulladik szinttel, hiszen a tokéletlen emberi megismerésre alapozzuk. Példaul a
kutathat6 adatok torzitasa, egyoldalusdga miatt egy kutat6 is dldozatava, sot részesévé valhat
egy informacids megtéveszté miiveletnek, amikor internetes forrdsokbol tajékozodik. Igaz ez
akkor is, amikor kozvetleniil gépi (szenzor-) adatokat dolgoz fel az M1, hiszen azt, hogy ezeket

hogyan vegye figyelembe, az emberi megismerés alapjan alakitjak ki a fejlesztok.

IV.2.6. Tanitasi hiba és a felhasznal6i probléma

Alébb nem részletezhetem azt, hogy hogyan lehet jo modellt j6 adatokkal rosszul tanitani,
csupan a hibatipus jellegét jarom korbe. Az igazi kihivas az ember altal feliigyelt, a félig fel-
igyelt és a teljesen automatikusan tanul6 fazisok aranyainak helyes meghatarozasa, hiszen eh-
hez illesztve kell az elobb elemzett adathalmazok Osszedllitasat is megtervezni. Ide tartozik
azoknak a mddszereknek a kivalasztasa is, melyekkel megfeleld tanitdadatokat generalunk: pl.
hogyan sziirik 6ket, hogyan generdlnak adatot (pl. a tanit6 kép milyen tipusu valtozatait hozzak
létre stb.), milyen matematikai triikkoket alkalmaznak. A fejlesztési rivalizalas tempdja és a
koltségek nyilvan a tanitas lehetd legnagyobb automatizacidjanak igényét allitjak a fejlesztok

elé. A biztonsagos ¢s helyes miikddést azonban nem lehet az emberi tényez6k megléte nélkiil

147 Magét a Perplexity rendszert is megkérdeztem ezekrdl, és a kapott vélasz jobb volt, mint amit az altala megadott
forrasokat atnézve lehetett volna kapni (tehat tobb forrast vesz figyelembe, mint amit megjeldl).

129



biztositani. Léteznek adat nélkiili tanitasi modellek, az Gn. zero shot modellek, melyekrdl mar
esett sz6 (IV.1.4.). Am a cimkézéshez sziikséges segédinformaciot ezeknél is az emberi tényez6
hatdrozza meg [168], tehat ez esetben is igazdbol a nulladik tényezd a meghatarozo'*®,

Amennyiben megerdsitéses mddszert sziikséges alkalmazni, akkor figyelembe kell venni
egy tovabbi vesz¢lyt. Korabban (IV.2.2.(3)) példaként emlitettem, hogy 1étezhetnek fejlesztoi
team-beli eltérések, ennek tovabbgondolasabol adodik, hogy ha az eltérések jelentdsek és fel-
oldatlanok (tudattalanok), akkor a rendszert 0ssze is zavarhatjak. Egyrészt egy rosszul irdnyitott
¢s tervezett, pArhuzamosan végzett megerdsitésbol johet 1étre ilyen veszély, masrészt a csapaton
beliili szemléleti inkoherencia, pl. ellentmondéasosan valogatott adatok révén johet 1étre torzités
a végeredményben. gy a team koherens sszeallitasa és vilagos iranyitasa is alapvetd tényezd
a torzitas elleni kiizdelemben, de nyilvan az operator szintjén is lehet hibdzni akér az adatvalo-
gatas, pl. a ,,megerdsités vagy a biintetés” 1épéseiben.

A felhasznalok megjelenhetnek egy tanitasi feleldsség részeként is. Hiszen bizonyos szem-
pontbol feleldsek sajat digitalis tevékenységeikért, amelyre fejlett igényfelmerések épiilnek. A
probléma paradox, hiszen pl. az oldallatogatasi statisztikak ezernyi titkos magéanéletet elemez-
nek, sokszor a felhasznalok valds €letben nem vallalt tartomanyait. Tehat a rendszer torzit pl.
szexualitascentrikus- tartalmak irdnyaba, a felhasznalok egy széles csoportja tiltakozik, holott
a figyelembe vett adatok mogott az 6 titkos szokdasaik is megjelennek. A tudatosan vallalt elvek
és a titkoltak az eddigi korokban nem kertiltek ilyen tdmeges és explicit oppozicidba. Ezért
ujszeri etikai kérdés jelenik meg abban, hogy hogyan itélendé meg ez az eltitkolt vilag, mely a
gépi itélet mogotti informacidhalmazt adta, ha az informacio 1étrejottéért felelds felhasznaldk
sem tartjak etikusnak? Itt rdadasul nem egyedi a feleldsség, hanem megoszlo, akar csak akkor,
amikor a felhasznalok vélaszai alapjan lett rasszista az egyik nyelvi modell (1d. IV.2.1.). A fel-
hasznaloi szint kezelése a tanitasi adat szintjén olyan kihivas, amely ellen szinte tehetetlenek a
fejlesztok. Akarcsak akkor, ha valaki egy MI-tdl kapott eredményt épp gy félreért, ahogyan
az emberek értik félre egymast. Tovabba az is nehezen kezelhetd, ha az MI egy tudoményosan
alatamasztott valasza sérti valaki érzéseit. Ezt a legvégsd szintet tehat az MI-k fejlesztdi nem

képesek kezelni, de talan nem is az ¢ feladatuk.

1V.2.7. Tovabbi torekvések a torzitas ellen és védelmi vonatkozasok

Szamos ajanlas fogalmazddott mar meg arra, hogy a torzitdsokat egy adott tiiréshataron beliil

lehessen tartani. Mivel a szakirodalom €s a jelenlegi elvarasok altaldban nem technikai, hanem

148 Emlékeztetdiil: a zebrat ismeri fel az ilyen rendszer, ha definialjak szdméra, hogy az egy ,,csikos 16”.
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emberi jogi irdnybol kozelitik a kérdést, ezért az alabbi bekezdésekben gyakran hasznalom a
torzitas helyett az elditélet szot, a forrasoknak megfelelden.

Az ajanlasok lényege altalaban, hogy fejlesztéskor nagy figyelemmel kell lenni a helyes su-
lyozas ¢és a tisztességtelen mintavétel elkeriilése mellett az elfogultsagot kivaltd olyan okokra,
mint a vellink sziiletett vagy tanult elditéletek. Emellett életcikluson at miik6do eljarasrendekre
van sziikség, mely a fejlesztés minden 1épésében specifikusan sziiri az algoritmikus és adat-
elditéletességeket.'* Amikor végképp elkeriilhetetlen a hasznalt adatbazis elditéletessége, ak-
kor annak hasznaloit kell kiképezni a 1étrejott, elfogult MI helyes alkalmazésara. Erre j6 példa
egy gyermekjoléti prediktiv elemzd eszkdz koncepciodja.!>”

Kiemelend6 az a kutatési irany, mely a generativ intelligenciat (I1.2.3.) hivja segitségiil az
elbitéletesség csokkentése érdekében.!®! Mert bar maga a generativ MI sem mentes még az
elditéletektdl [172], mégis alkalmas lehet egy kiegyensulyozatlan adathalmazt egyenletesebbé
tenni. Egy egyszerti példaval: nem sziikséges sok ezer ember arcjatékaval tanitani egy érzelem-
felismerd célrendszert, ha generalhatd, hogy minden nem / rassz / kor arcjatékat l1étrehozza egy
tanitd6 MI-rendszer (hasonlé mdédon, ahogyan deepfake vide6 miikddik). Megjegyzendd, hogy
ez ¢épp a kiilonbozo kultarak kiilonbségei — pl. eltérd gesztusjelrendszere miatt — vildgszinten
nem miikodik jol.

Az is megallapithatd, hogy sok kutatd szkeptikus a tekintetben, hogy kikiiszobolhetd-e az
eloitéletesség. Egy tanulmany szerint pl. toborzasi téren nem megoldott ennek elkertilése.[173,
pp. 89] Am ez a forras csak par konkrét emberi okot jeld] meg, ami miatt az objektivitas (sze-
rinte) nem valdsulhat meg. Ezaltal csupan gyakorlati példaval tamasztja ala fenti gondolataimat,
melyeket a humanvirtualizécio, illetve a ,,nulladik tényezd” (IV.2.2.) leirasaban egy objekti-
vebb ¢és altalanosabb perspektivaban vézoltam fel.

Osszegzésként kimondhato, hogy ezért is lenne nagyon fontos sokkal vilagosabban elkiils-
niteni egy MI-rendszer elditéletességét €s torzitasat, mivel véleményem szerint az utobbi alapos
tervezéssel €s teszteléssel jol kikiiszobolhetd, am az elébbi, az emberi tényezOk miatt, elvileg
nem keriilhet6 el. Egyrészt azért, mert pl. objektiv adatok implikéljak az ,.eléitéleteket”, tehat
arendszer eredményei pusztan ,,nem mutatnak jo61” (de egy hagyomanyos adatbazis lekérdezése
sem mutatna jol). Masrészt a rendszer ¢s az adatok eldallitoinak emberi mivolta miatt, hiszen

fentebb minden tényezonél kimutattam a human hatas jelenlétét.

R

rrrrrr

150A témarol tobbet nyujt a Rhema Vaithianathan vezette kutatok publikacidinak gytijtéoldala [170].
151 A generativ MI elfogultsag elleni hasznélatar6l gyakorlati példakkal 1d. [171].
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Végiil egy védelmi vonatkozas. Fontos kiemelni, hogy a torzitasok kezelése egyben a vele
valo visszaélési lehetdségeket is kézzelfoghatova teszi. E16szor hadd vilagitsak ra erre a tudo-
manyos kutatés teriiletérdl vett példa alapjan. Technikailag nehéz megteremteni annak hatterét,
hogy pl. egy magyar tudomanyos eredményt is relevansnak fogadjon el egy amerikai automa-
tika. Sot, példaul lehet-e a torténelmi Magyarorszag teriiletének torténelmével kapcsolatban
csak ilyen tényezOk alapjan itélni meg a torténészek megallapitasait? Ha esetleg a kornyezd
orszagok kutatoinak véleménye lényegesen jobban reprezentalt a digitalis tér relevans részében,
akkor egy prompt az ¢ véleményiiket fogja elsdédlegesen kiemelni. Ez a példa is mutatja, hogy
nem csupan az elfogultsag keriilése, hanem az ennek nevében végzett valogatas is védelmi té-
nyez0. Hosszabb tdvon esetleg olyan nemzetkdzi elvarasrendszer lehet erre megoldas, mely egy
ilyen rendszernek annak fiiggvényében ad megfelel6 mindsitést, hogy ha egy valaszban kérésre
sem lenne hajland6 az MI eltekinteni minden érintett alldspontjanak vazolasatol, még olyan

kényes kérdésekben sem, mint a torok-6rmény konfliktus.

IV.3. HIBAZAS AUTOMATIKAKBAN ES ,,AUTONOMIAKBAN”

Alabb megvizsgalom, hogy a hibazas kézbentartasanak elvi vagy gyakorlati akadalyai van-
nak-e a kétféle rendszerben. Eldszor is visszautalok az el6z6 vizsgalat azon részére, ahol az
algoritmizalas és a hardver szintjével (IV.2.4.) kapcsolatban megallapitottam, hogy a hagyo-
manyos programozast €érint6 hibalehetéségek nyilvan a neuralis rendszereket is érintik. Ez a
tertilet tobb mint nyolcvan éve fejlodik, ezért a hibatipusok kiilonféle osztalyzasi tipusai és ke-
zelési modjaik nem csupan kiforrottak, de a programozasi keretrendszerek szamos funkcidval
segitik elkeriilésiiket. Ez a kiforrottsag abbol is adodik, hogy csak akkor tudtak egy-egy prob-
1émat a szamitogépekkel megoldatni, amikor készen allt erre a megfelelé formalis modell,
vagyis a vilag bizonyos szegmensét sikeriilt matematikailag megragadhaté modon kezelni.

Ezzel szemben a neuralis halok lehetdvé tették, hogy a rendszer ugy utdnozza a valosagot,
hogy annak leképezését nem hozzuk létre.

Ez a miikodés egyrészt azokat a problémaékat vonzotta a technoldgia felé, melyek matemati-
kai modellel eddig megoldatlanok voltak. Hiszen képes j6 eredményt adni az MI-rendszer akkor
is, ha nincs pontos matematikai modell, de elegend6 adattal van tanitva. Ez igazabdl nem any-
nyira boszorkanyos jelenség: az elmult tobb tizezer évben az atlagemberek is matematikai mo-
dellek nélkiil tanultak, s6t igy oldottak meg sok mindent és alkottak maradanddakat is (itt nem
pl. az épitményekre gondolok). De jol szemlélteti ezt az érzelmi intelligencia is, ahol nem volt
sziikség a lelki folyamatok matematikai modelljét felallitani, elegendd volt ezek testi affektusait

modellezni, és ezt a modellt megtanitani a gépnek (1.4.). Masrészt bizonyos formalizalhato,
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elvileg leprogramozhato feladatokra is lehet gyorsabb egy MI betanitasa, mint egy kod megter-
vezése, kifejlesztése és tesztelése, — és ez okozza a munkaerdpiaci félelmeket.

Itt térjiink vissza az alapkérdéshez, hogy mennyivel rosszabb (,,biztonsagtalanabb”, veszé-
lyesebb) egy ilyen modellnek betanitott valosagrészlet, mint egy segédmunkas betanitasa, vagy
egy hagyomanyos program elkészitése. Az emberrel 0sszevetve egyértelmii, hogy a monoton
munkak, a segédmunkak, s6t bizonyos szakmunkdk is elvileg kivalthatoak ezekkel a betanitott
fizikai vagy szoftverrobotokkal. Mert a tanitdson kiviil hagyomanyosan beléjiik programozott
szabalyokat (pl. balesetvédelmet, ligykezelési rendet) a gépek mindig maradéktalanul betarta-
nak. Az emberek faradnak, lelki valsagaik vannak, felvagnak egymas el6tt, vagy néha csak
nincs kedviik betartani a szabalyokat. Tehat az emberekhez képest az egyszert feladatok ella-
tasdhoz biztonsagosabb rendszerek épithetdek MI-modulokkal, ha a legfontosabb szabalyaikat
hagyomanyosan programozott rendszerek adjak (mas kérdés, hogy ilyen — az emberi fizetések
mértékébol kiindulva — még jo ideig nem tériil meg. Az atallas csak ott varhat6 ilyen fizikai
robotok terjedésére, ahol nagy a téke és masképpen megoldhatatlan a munkaeréhiany.

Nehezebb kérdés, hogy egy hagyomanyosan programozott fizikai vagy szoftveres robot biz-
tonsagossaga tényleg annyival jobb-e, mint az MI-¢é. Gyakorlati szempontbol jelen allas szerint,
— a fentebb emlitett kiforrottsdguk miatt, — a hagyomanyos algoritmusok valoban biztonsago-
sabbak. Az én meglatdsom szerint viszont elvileg nem annyival biztonsdgosabbak, mint am-
ennyire az emberek ezt igy érzik. Az eddig ismertetett kutatdsok alapjan felvetddik, hogy a
probléma val6jaban nem a mély neuralis hal6zat miatti bizonytalansagban van, hanem a rend-
szerek oly mértékii komplexitdsaban, melyet egyetlen ember mar régen nem képes attekinteni.
Igaz, ez a szintll komplexitas torténetileg szorosan kapcsolodik a mélytanulashoz, mivel a na-
gyon korszerli rendszerek hatékonyan tudjak az ilyen képességeket integralni. Meglatasom,
hogy a kétféle rendszer atlathatosaga inkabb egymas felé fog konvergalni, ugyanis a rendszerek
méretének és komplexitasanak novekedésével a hagyomanyos modszerek atlathatosaga romlik,
viszont az MI-rendszerek fejlodésével azok egyre atlathatobbak lesznek.

Nézziik eldszor a hagyomanyos rendszereket. Ezekben az egyre Osszetettebb rendszerekben
az el6z0 alfejezetben bemutatott minden torzitasi hiba megjelenik, a tanitasi hiba kivételével.
Az adathibakkal kapcsolatban elég megnézni, hogy mekkora a kereslet az adatelemzdkre — ho-
lott az adatokhoz elvileg a gépek értenek jobban. Azonban még a strukturalt, vagy automatiku-

san gyjtott adatok utéfeldolgozasa is emberi képességeket igényel, a nem strukturalt adatok
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esetén pedig a jelenlegi MI-k is csupan segédei lehetnek az emberi adatelemzoknek. Az algo-
ritmikus szinten a hagyomanyos algoritmizalas hibakezelése fejlett. A szintaktikai hibakat!'>? a
keretrendszer kiszliri, a szemantikai hibak'>® a teammunka és a tesztelések soran kezelhetdek.
Az igazi problémat a logikai hibak jelentik — akar csak az emberi kommunikaci6 vagy feladat-
tervezés soran. Az ilyen tévedések, az ugynevezett ,.kognitiv torzitas” miatt johetnek létre, en-

nek fobb tipusai a kdvetkezok [174]:

e Horgonyzasi torzitas (Anchoring Bias): a programozok tulzottan ragaszkodnak els6
implementacidjukhoz, ,,lehorgonyoznak™ annal.

o Megerositési torzitas (Confirmation Bias): t0leg sajat fejlesztés ellendrzésénél a fej-
leszté hajlamos olyan teszteseteket irni, amelyek alatdmasztjak, hogy a kodja helyesen
miikddik, igy rejtve maradnak a hibak. Ez nem feltétleniil szandékos, ezért kell fligget-
len tesztel6 vagy korrektor mindenfajta alkotas ellenérzésénél.

e Tulzott magabiztossag (Overconfidence Bias): A programozd, aki talbecsiili képessé-
geit ¢s alabecsiili a feladatok komplexitasat.

e Optimizmus torzitas (Optimism Bias): a fejlesztOk hajlamosak tul optimista becslése-
ket adni a program mitkddésével kapcsolatban. Ez a felhasznalas tervezésénél jelenthet

gondot (pl. a projektmenedzsmentben okoz jelentds problémakat az ilyen idébecslés).

Ez a néhany példa is jol mutatja, hogy a humanvirtualizacios hibak alatt elemzett problémak
csak részben oldhatdak fel az ott emlitett megfeleld tudasreprezentaciok és ontologiak segitsé-
gével (V.1.1.) — ezek a klasszikus programozashoz kothetd hibatipusok is emberi (k6zosségi,
onismereti stb.) kezelést igényelnek. Es minél osszetettebb a rendszer, annal nagyobb az esély
arra is, hogy bar a részei jok, az egész 0sszekapcsolasaval 1étrejovo rendszer azonban logikailag
mar nem lesz kompakt (v0. ,,viszony szint” IV.2.4.). A nagy rendszerekhez is folyamatosan
jelennek meg a javitokodok, mivel'>* a til nagy komplexitds miatt nem tokéletesek. A nagy
szoftverek és operacids rendszerek sériilékenységi mintait ember mar nem képes tesztelni, MI-
vel kerestetik ezeket.[175] Ezek is arra utalnak, hogy a rendszerek nagy komplexitasa jelenti az
elvi problémat, nem pedig a neuronhdlos moédszerek bevonasa. A mar elért komplexitast ember
nem képes attekinteni (mar régen), ezért a hagyomanyos rendszereket épp ugy tesztelések altal
lehet csak egy elfogadhat6 hibahataron beliil miikodének mondani, akarcsak a mélytanul6 rend-

szereket — térjlink is ra ezekre.

152 nyelvtani” hibak: az adott programozési nyelv szigori szabalyainak be nem tartdsa a probléma
153 nyelvhelyességi” hibak, melyeket ,,félreért” a gép, tehat nem a vart eredményt adja

134 Természetesen azért is, mert a vilag valtozasat csak igy képesek kdvetni, de most nem ezen van a hangsuly.
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A neuralis MI tesztelési kritériumrendszere még valoban nem elég kiforrott. A téma jelenlegi
fejlddési liteme azonban biztatd, validalhato hibakezelési €s tesztelési modszertanok kidolgo-
zasa nem tlinik elérhetetlennek [176], sot tul tavolinak sem. A legnagyobb tesztelési kihivas, a
megmagyarazhatosag még szamos kihivasnak néz elébe'>®, de a tesztelés a folyamatos fejlodése
mellett! kideriil, hogy ezt segitheti, ha magukat az MI-rendszereket 14tjak el olyan képessé-
gekkel, amely altal az eleve atlathatobb lesz.[178] Tehat a fejlesztések kardltve haladnak a tesz-
telhetdség novekedésével. Emellett az is felmeriil, hogy az atlathatdosdg hagyomanyos megkd-
zelitéséhez valo ragaszkodas helyett ezen a téren is paradigmavaltas sziikséges. Példaul csak
arra koncentraljon a tesztelés és az auditalas, hogy egy szigora hibahataron beliilre keriiljon a
rendszer.

Véleményem szerint a hagyomanyos ,,magas rendelkezésre allasu rendszereknél” (HAS,
II1.4.3.) napjainkra kialakitott alapossag és koriiltekintés adaptalhato lesz ilyen szintet célzo
MI-modulok fejlesztésénél is. Tehat hibrid (hagyomanyos és MI) rendszerek esetén sem lehe-
tetlen ennek a fontos biztonsagi szintnek a megvalositasa. Mert bar jelenleg az MI-vel kapcso-
latban szdmos kihivas all fenn, azonban az ilyen rendszerek nem a bérszin vagy nemi identitas
tényezoit vizsgalnak, hanem pl. veszélyes folyamatok eldjeleinek mintazatait keresnék, melyek
objektivizalhatok, tehat a gépnek biztonsagosan atadhato feladatok.

Osszefoglalva: mind a hagyomanyos, mind a neuralis MI szamara elvileg megoldhatatlan a
human probléma, hiszen egymas fel¢ konvergél az oriasivd novekvd és bonyolddo hagyoma-
nyos rendszerek atlathatdsaga és az MI atlathatosaga. Az atlathatésag megoldottsaga terén joval
elébbre van a hagyomanyos szamitastechnika. Egyelére. Am a konvergencia miatt egy id6
mulva a vékony MI rendszerek biztonsdga nem fog lényegesen eltérni a robusztus hagyoma-
nyos rendszerekétdl. (Egyszerli rendszerek esetében marad a nagy eltérés.)

Tovéabb gorgetve a gondolatot ebbdl az is kovetkezik, hogy az a félelemmel teli szemlélet,
mellyel ma az MI-t megkozelitik, nem a tudomanyos megalapozottsagon, hanem az irodalmi,
film és bulvarsajté feldl jovo benyomasokon alapul. Figyelembe véve az autondémiaval kapcso-
latos fentebbi meglatasokat kimondhato, hogy nem csupan az MI tudatra ébredése nem fenye-
get, de a jelenlegi vékony MI-megoldasok ,,magukrél” nem képesek az emberi szandékkal el-
lentétesen sem tevékenykedni. Csak olyan esetekben lehet alkalmas erre, amikor az alkotok
akarata ezt kivanja — csakhogy ez a hagyomanyos, 50 évvel ezel6tti automatikdk esetében is

pont igy van. Elképzelhetd tovabba olyan sorozatos, nagyaranyu gondatlansag is, mely miatt a

155 Bz a dolgozat kimutatja az atlathatosag és magyarazhatosag korlatossagait konyvvizsgalo rendszereknél [177].

136 Ez a tanulmany 17 mddszertant vet egybe [176].
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rendszer torzitasa oOriasi, €s igy akar emberellenes is lehet, — de az ilyen széls6ség az atomerd-
miivek veszélyességéhez hasonlithato, ahol a biztonsagi protokollok nem engednek meg hiba-

zast. (Csak azok sorozatos megsértése vezethet balesethez.)

IV.4. A BUKTATOK TORTENETI ESETEI ES AZOK TANULSAGAI

Mar tobbszor hasznaltam torténeti megkdzelitést, most azonban ezt mas hangstllyal és mas
iranybol teszem. A MI regressziv korszakait és annak tanulsagait tekintem at. Az MI-tél (47
winter) kifejezést fogom hasznalni, melyet azokra az idészakokra szokas érteni, amikor az M1
fejlddése lelassul. Egy-egy technologia fejlodését altalaban az adott teriileten folyo fejleszté-
sekre szant 0sszegekkel mérik [179], tehat a ,,té1” egy szokép a kutatési forrasok befagyaszta-
sara, a ,tavasz” pedig a befektetések megugrasanak allegoriaja. Jelen elemzés azonban mas
modon kozelit. El6szor vazolok egy olyan kétdimenzios fejlédési modellt, mely alapjan nem
mond ellent egymasnak a technologia fejloddése és ,,stagnalésa”. (Pontosabban, hogy technolo-
giai attorés hianya mellett is hozhat egyre nagyobb hasznot, tehat ,,fejlddhet”.) Ez alapjan térek

ra az MI-tél korszakokra és azok tanulsagaira.

IV.4.1. Tobbdimenzios fejlodés — stagnalas gazdasagi ndvekedéssel

Egy gondolatkisérlettel szeretném felvezetni a meglatas Iényegét. Jelen pillanatban, ha va-
razsiitésre az MI minden tovabbfejlesztése leallna, ¢s csupan a mai MI-modellekre tudnank
alapozni: akkor is szamtalan 0j termék €s szolgaltatas bontakozhatna ki évtizedeken at. Ezek a
meglévo modelleket adaptalnak ujabb és Gjabb feladatokhoz, esetleg csiszolndnak rajtuk picit.

Ezen a ponton sziikséges bevezetni egy kettévalasztast a fejlodés fogalmon beliil. Horizon-
talis fejlodésnek nevezem az imént leirt jelenséget, amikor jelentds 0jitd attorés nélkiil miikodik
egy iparag, akar évszazadokon at. Erre szdmos példat hozhatunk az irodaszerektdl a betonipari
termékeken 4t a miiszalas termékekig. A vertikalis fejlodes ellenben technologiai attorések
mentén jon 1étre, ahogyan a konyvnyomtatas levaltja a kodexeket, a nyomtatott kdnyv alterna-
tivdja a digitalis olvasas, mig egy kovetkezO fazisban talan az agyhulldmokba vagy a szembe
kozvetleniil megérkezhetnek a kivant informéciok. A vertikalis fejlodés kifejezés hasonlit a
diszrupcidhoz, de mas. Egyrészt jobban kezeli a sok kisebb-nagyobb 1épést, amelyek sokszor
kiilonbozo teriileteken jonnek létre, mig valami innovativ Gjdonsaggéa allnak dssze. Masrészt
nem tekinthetd vertikalis fejlodésnek egy Gjfajta szamitogépes tartos tar megjelenése (ami disz-
rupcid), mivel ezek alapvetden nem moddositottak a szamitdégépek felhasznalasat, csak gyor-

sabba tették azt.
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A felhozott horizontalis ipari példak is mutatjak, hogy nem sziikséges a nyereséghez verti-
kalis fejlodés (bar ettd] folyamatos ujitasok sziikségesek hozza). Vagyis technologiai attorések
nélkil is elérhetdek a novekvo bevételek. Tehat ma mar lehetséges olyan stagnalas az MI-tech-
nolodgidban is, mely alatt gazdasagi szempontbol ugyan fejlodik az iparag, viszont az innova-
ciok szempontjabdl nincs igazi elorelépés, vagyis vertikalis fejlédés nem jon 1étre.

Hasonlithatjuk ezt a korszakot ahhoz, ahogyan a kdolaj alapu izemanyaggal miikodd belsd
¢gésli motorok oridsi bevételll iparat sem az 0j attorések vitték folyamatosan tovabb, hanem
elsésorban az igény erdsddése. Persze ugyanez az igény az utak fejlodését, az életmod atalaku-
lasat (pl. a lovak kiszoruldsat) is hozta, amelyek csak tovabb erdsitették a gépjarmiigyartast.
Hasonloképpen az MI beszivargasara szamitanak legtobben az élet egyre tobb teriiletébe, atala-
kitva szamos szakma feladatkorét, amivel egyet kell érteni.

Az Ml-ben az elmult 20-25 évben egymast kovették a nagy attérések. E tekintetben is egye-
diilall6 ez a technologia. Viszont kozeledik az a pillanat, amikor egy jabb nagy attérés csak
egy valodi értelemben vett Altalanos MI (AGI', vagyis embertudasa MI) -rendszer 1étreho-
zasa, vagy az ember-gép egyesiilés konnytivé tétele lenne. Ezekre sok ,,profécia” létezik, meg-
jelenésiik realitdsa azonban véleményem szerint megkérddjelezhetd. Ezért én nem szamitok

vertikalis 1épésre az MI-ben a belathat6 jovében.

IV.4.2. Az Ml telei és tavaszai

A jelenleg tapasztalhato MI-fejlodés folytatasdnak lehetséges forgatokonyve tobbféle lehet,
amint ezt mutatja az 13. sz. dbran (forras [180, pp. 2]'°®) bemutatott harom irany (az 4bra jobb
oldalan a szaggatott nyilak). Sok olyan joslat is olvashatd, mely az MI fejlédésének jelenlegi
iitemét figyelembe véve egy kovetkezod fejlodési 1€pesdfok elérését prognosztizalja (pl. [27]).
Mas vélemények szerint a jelenlegi fejlodési tempd ilyen egyszerii meghosszabbitasa nem ad
megfeleld prognozist: inkabb valamilyen mértékli visszaesésre lehet szamitani. Jelen tanul-
many ez utdbbi megkozelitésekre fokuszal. (Az abran lathato két hullamvolgyrdl a kovetkezd

kisfejezet szol.)

157 Artifitial General Intelligence, tehat pontosabb, de magyartalanabb kifejezéssel Mesterséges Altalanos Intelli-
gencia.

158 A tanulményt a Mitre Corporation, egy nonprofit korményzati és katonai kutat6 cég kutatoi irtak. Visszatérek
ra IV.5.3.-ban.
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Jelen kutatas egyik célja olyan faktorok beazonositasa és vazolasa, melyek kevésbé kozis-
mertek. A lehetséges lassulas okainak feltérképezésekor tobb ilyen teriiletet taldltam, ezek ko-
zil itt egyre tudok alaposabban kitérni (IV.5.1.). Az els6 két MI-télként aposztrofalt korszakrol
viszonylag sokan hallottak, ezért itt elegendd ezeket réviden vazolni, de erre sziikség van ah-
hoz, hogy ramutathassak a hasonldsagokra, ¢s még inkabb a kiilonbségekre az akkori €s a mos-

tani kor kozott, melyre tobb kovetkeztetés is épiil. A szakirodalomban megjelend tényezdk in-
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13. abra: A Ml eddigi két téli idészak és lehetséges folytatdsok (sajdt dtszerkesztés)

terpretaldsa, valamint az altalam feltart faktorok ismertetése utan az olvaso képet kap, hogy mi
minden arnyékolja be az MI jelenlegi csillogasat.

Az igy kapott eredményeket védelmi szempontbdl is elemzem, és masodlagos célként fel-
vetéseket fogalmazok meg arrol, hogy ezt a fejlodési lassulast hogyan lehet esetleg kiaknazni,
illetve milyen kockézatokat vet fel védelmi szempontbol. Mindemellett harmadlagos célként az
itt bevezetett ) terminologidkat tigy interpretdlom, hogy azok 4altalanos hasznalatara is lehetd-
ség nyiljon. A technikai AGI és emberies AGI megkiilonboztetése (1d. IV.6.) sokrétiien felhasz-
nalhatd, a horizontélis ¢s vertikalis fejlodés leirdsa szamos tarsadalomtudomanyi teriileten al-
kalmazhatd. Horizontalis €s vertikalis tanulds nem csupan a pedagogiaban, de a szociologiaban,
filoz6fidban vagy jovokutatasban is hasznosithato, mig a direkt és adaptalt katonai MI megkii-
16nboztetése a hadtudomanyi kutatasok leirasait pontosithatja.

A szakirodalmat objektiven probaltam interpretalni, nem pedig egy lehetséges MI-tél hipo-
tézishez igazitva, mint bizonyos szerzok, akik valogattak, azaz torzitottak az informaciot (né-
hany éve megfogalmazott aggalyaikra mar azok megirasakor sziilettek megoldasok).!>® Az
alabbi 0sszegzés nem is tamaszt ala olyan jellegli korszakot, mint az els6 két télnek hivott id6-

szak. Ehelyett azt a meglatast probalom az itt dsszeéllitott anyaggal aldtdmasztani, hogy bar a

159 P¢ldaul a mélytanulassal kapcsolatban megfogalmazott aggalyokhoz mar akkor megjelentek a megoldasok is,
raadasul ezek egy része a publikaciohoz hivatkozott szakirodalomban vetddétt fel. Ettdl fiiggetleniil, mas érdemeik
miatt a forrast nem vetettem el.[181]
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fejlesztés njszeriisége csokkenhet, de nem kovetkezik be latvanyos visszaesés, mert az M1 ter-
jedésének iiteme még sokaig novekvo tendenciat fog mutatni. A keretek betartasa érdekében
sajnos sok tényezdt csak vazlatosan emlithetek, és ugyanezért példaul a lassulas soran komoly

tényezoként felmertiild jogi teriiletre sem térhetek ki.

IV.4.3. A két tél diohéjban

Itt térek vissza az 1. sz. dbrara, amely az eddigi MI-teleket (hullamvolgyeket) és feliveléseket
is megjeleniti. A fejezet sordn a 6 cél, hogy ezek okait beazonositsam ¢€s értékeljem. Ehhez a
visszatekintd elemzés mddszerét alkalmazom, melynek nagy elonye, hogy mivel képes feliilrél
ralatni a korszakra (t6bb informéci6 birtokaban, mint a kortarsak), ezért a kutatd 0j 0sszefiig-
géseket azonosithat. A torténeti kontextust elegendd par sorban vazolnom, hiszen sok jo publi-
kacio jelent meg az MI torténeti részleteirdl. Megjegyzendd, hogy a telek szdmat és idopontjat
nem azonosan hatarozzak meg a kutatok, jelen alfejezet dditumaihoz itt a Toosi és kutatotarsai
altal dsszeallitott esszét valasztottam ki.'°

Az 1943-ban megjelent elméleti neuronmodell alapjan mar 1950-ben miikodé MI-gép ké-
sziilt, 1956-ban pedig nevet is kapott az MI-technologia. Ekkor még oriasi bizakodas 6vezte, és
jelentds anyagi tamogatasa révén egy ideig sziiletett is szamos komoly eredmény. Azonban mar
az 1960-as évek végétdl megindult egyfajta csalodas, mely a pénzforrasok jelentés megvona-
sdhoz vezetett. Ez az els6 MI-tél az 1980-as évekig tartott. (Mas kutatdo 1973-1979 koz¢ da-
talja.[181, pp. 6])

A f6sodor befagydsa azonban nem jelenti azt, hogy kozben semmi nem torténik: igy a ,,ho
alatt ébredé magok” modjara bujt eld az a paradigmavaltas, mely az MI kdvetkezd feliveléséhez
vezetett. Az 0 szemlélet 1ényege, hogy altalanos megoldasok keresése helyett specifikus prob-
1émak adatainak feldolgozasara koncentralt. Az elso tél kezdetével egy idoben (1970 koriil) mar
mukodott egy molekulaszerkezetre kovetkeztetni képes rendszer a Stanford Egyetemen [183]:
késObb ezen a fejlesztési vonalon jottek 1étre az elso ,,szakértdi rendszerek”, melyek a masodik
felivelés motorjava valtak. Az 1982-ben piacra keriild R1 szakértdi rendszer oriasi sikert aratott,
valamint komoly bevételt termelt mind a hasznal6inak, mind pedig a fejlesztok részére, igy sok
agazatot fellenditett a szoftverfejlesztésrdl a robotiparig. Meg kell azonban jegyezni, hogy tobb

kutat6 a szakértdi rendszereket nem sorolja a mesterséges intelligencidkhoz, mivel kiviilrél nem

160 A részletesebben érdekléddk szamara ajanlhaté tanulmany, mely sok adatot és nevet is tartalmaz.[182, pp. 11]
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tanulnak, inkabb szabdlyalapuak.!®' Azonban a szakirodalom nagyobbik része a ,mdsodik
MI-tél’-ként utal a korszakra, és mivel a technologiai visszaesés vizsgalatahoz hasznos szem-
pontokat ad ennek elemzése, tovabba nem akartam elveszni ezen probléma részleteiben, ezért
a megkozelitésemben az elterjedt allaspontot vettem at.

Abban mindenki egyetért, hogy az 1990-es években a szakértdi rendszerek felivelése abba-
maradt. Mivel a sokak altal vart tovabblépés nem sikeriilt, az évtized kdzepére az érdeklédés a
toredékére apadt, az évtized végére pedig ez a piac 6sszeomlott. (Mas kutatd ezt a masodik telet
1988-1994 koz¢é teszi.[181, pp. 6]) ElImondhato, hogy az MI kutatasa a XX. szdzadban csak
bizonyos (igencsak korlatozott) teriileteken ért el nagy sikereket, amelyeket azonnal kudarcok
kovetettek, amint valamilyen altalanosabb cél elérését céloztdk meg — pedig ezek a célok a
kezdeti sikerek alapjan realisnak tiintek. !>

De ,,a ho alatt” végig zajlott a fejlodés. Mar 1980 koriil (a masodik tavasz alatt) elkésziiltek
az elsé konvolucios neuronhdlok.[186] Vagyis a modern kép- €s videdfeldolgozas alapjaul szol-
galé CNN-modell (I1.2.2.) el6dje mér ekkor megvalosult, de az akkori, joval gyengébb hardve-
reken nyilvan nem tudott kibontakozni. Csira allapotdban maradt évtizedekig, hogy aztan kivi-

ragozzon.

IV.4.4. Okok a szakirodalom szerint

A szakirodalomban feltart okokat és az ezekhez szorosan kapcsoldédd kommentarokat az

alabbi sajat rendszerbe foglaltam, igy egyben a késébbi elemzéshez is jol hasznalhato.
1. A hype-jelenség (a tulzott elvarasok hatasa)

a. A hype regresszié. Minden szakirodalom kiemeli, hogy a tilzott elvarasok utan beko-
vetkez6 csalodas jelensége olt testet az MI két emlitett telének hatterében is. Altalanos
jellemzdje ezeknek a technologiai teleknek, hogy két foszerepldjiik van: (1.) a kutatok,
akik a tal optimista eldrejelzéseket adjak; (2.) a dontéshozok, akikben a talzott remé-
nyek keletkeztek, ezért timogatasrol dontottek, majd a csalédas miatt nem invesztaltak
tobbet a technoldgiaba.

b. Ez nem hype-ciklus. Fontos, hogy ez a fajta hype-kdvetkezmény merdben eltér a ma
mar jol ismert a hype-ciklus [187] tipusu prognozistdl. Ugyanis, mint a torténeti leirds-
ban is rdmutattam, a lefagyott kutatdsok részben fagyottan maradtak, mindig mas para-

digmék mentén indult be valami j MI-tavasz.

161 Nem tekinti MI-nek pl. [184].
162 Bzt a meglatast, a masodik MI-tél kezdetekor a DARPA egyik intézetének igazgatdja fogalmazta meg.[185].
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c. Jelenkori ovatossag. Viszont ha a hype-ciklus elvét alkalmaztak volna az 1950-es
években, akkor dvatosabban fogalmaztak volna a kutatok és visszafogottabban biza-
kodtak volna a dontéshozok — ahogyan ma mar tapinthat6 ez az dvatos hozzaallas az uj

technologidk hivatalos hatterében.
2. A hardver probléma tébb oldala

a. A hardverhiany és az adathidny, mint ok. A szakértdi rendszerek kudarcéban szere-
pet jatszott, hogy a hardvergyartok nem tudtak megfeleld alapokat adni hozza.[182]
Visszatekintve az a tény, hogy az MI elméleti robbanasa csak a kétezres években, gya-
korlati terjedése pedig csak a 2010-es években tortént meg egyértelmiivé teszi, hogy a
XX. szazadi hardverek és tanitéadatok valoban elégtelenek voltak egy MI-hez.

b. A hardverhiiny-hit, mint mentség. A hardver tényez6nél maradva fontos kiemelni,
hogy sokszor hitték azt, hogy a felallitott modell jo, csupan minden paraméterében erd-
sebb szamitogép kellene hozza. De nem igy volt. Ennek tanulsaga, hogy att6]l még nem
igaz egy modell, hogy matematikailag nem tudjuk igazolni a hibait. Amikor egy hipo-
tézis mogé érzelmek keriilnek, akkor az konnyen fordul &t az ,,elhivés” allapotaba, mely
nem legitim és tudomanyos kozelités.

c. A jonak hitt modell bizonyithaté hianyossagai. Az els¢ tél egyik kivaltd oka volt,
hogy matematikailag is sikeriilt ravilagitani a megkdzelités hibajara, hiszen a Percept-
ron [70] elméletileg sem képes megvaldsitani a XOR fiiggvényt.[188]

d. A tanité adatok hianyaba vetett hit. Egy-egy tanité metodus lehet miikodoképes, de
illegitim kiterjesztés volt azt gondolni, hogy elegendd csupan tobb adat ahhoz, hogy
ezek altalanos problémakat oldjanak meg. Eszreveheté lett volna a hipotézis hibaja, ha
szembenéznek azzal, hogy ezek a modellek mennyire leegyszeriisitették a valosagot.
Hiszen egy szimplifikacid6 mindig kompromisszumokat hoz, eltekint dolgoktol a jobb
kezelhetoség érdekében — ezaltal alkalmatlan arra, és ezt altalanositva visszaérkezziink
a valosaghoz, vagyis illegitim kiterjesztés az egyszertisités altalanosithatosagat feltéte-
lezni. (v6. 3.b.) Mésképpen fogalmazva: szdmos akkori modell mai fejlett szamitogé-

peken sem teljesitene jol, hiaba kapna 6riasi adathalmazt.
3. Helytelen atropologiabol adodo elvi félreértések:

a. A Moravec-paradoxon hitvilaga. A korszellem leegyszerisito tévedésére jol vilagit
ra ez a vélekedés. Ennek Iényege, hogy egy bogar ,,buta” agyat, vagy egy fejletlen gyer-
mek képességeit konnyebb gépileg masolni, mint egy felndtt sakkozo okossagat.[162]
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Ezt a vélekedést tudomanyos igazolas nélkiil fogadta el szinte mindenki, hiszen a fejlo-
dés logikaja ezt diktalta. Pedig illegitim kiterjesztés a gépvilagra alkalmazni a torzsfej-
16dés ¢s az egyedfejlodés, illetve a tanulaselméleti szintek alakuldsdnak folyamatat.
Furcsa, hogy nem gondoltak bele, hogy a gépek nem egy DNS-informacidhalmazzal
jottek létre, és fejlodésiik iranya is tokéletesen mas motivacion alapul, mint az él61ények
¢letdsztone — és ezt a cafolatot akkor is megfogalmazhattak volna. Tehat ez a vélekedés
nem valodi tudoményos hipotézis volt, hanem egy atgondolatlan elhivés. Ez a jelenség
szempontunkbol is igen tanulsagos, féleg ha a harom okra is ramutatok, melyre vissza-
vezetheto: (1.) az akkori tul bizakodo racionalis és progresszivista (a fejlddésben hivo)
korszellem; (2.) egy nyéjeffektus, mely miatt langelmék kovették egymadst ebben a té-
vedésben; (3.) a filozéfia és humantudoményok csak névleg valtak a kognitiv tudoma-
nyok részévé, valojaban a fejlesztok keveset foglalkoztak ezekkel (ez ma sincs més-
kepp).

b. A megkozelitd paradigma szélséségei. Az elsé MI-tavasz esetében az emberi gondol-
kodast akartak lemasolni [189], altaldnosan akartak megoldani a problémakat. Ez veze-
tett az elso télhez, €s ezt a tulzo célt oldotta fel a masodik tavasz alulrol épitkezé meg-
kozelitése, mely a feladat elemzésére alapult.[182, pp. 9] Igy a méasodik té] esetében az
ellentétes végletbe estek. Ugyanis a miikodd feladatmegoldd gépek alapjan azt feltéte-
lezték, hogy ez egyre jobban altalanosithatd, azaz az emberi intelligencia formalizalhato

¢és rekonstrualhato pl. ,,ha-akkor” szabalyok kelld mennyisége altal.[184]

IV.4.5. A korszakok eltérései

A fenti torténeti €s okozati vazlat megalapozta, hogy a jelenlegi helyzet és a korabbi két tél
kozotti fontosabb eltérésekre ravilagitsak. Abbol indulok ki, hogy a jelenlegi helyzetet az ol-
vaso ismeri. Mint a bevezetOben is emlitettem, az MI-telek meghatarozasahoz a fejlesztésére
szant 0sszegek visszaesését szokds alapul venni. Kétségtelen, hogy ez a mérési mutato jol al-
kalmazhato volt az els6 két MI-tél esetén. S bar a kozelmultban megjelent publikaciok is ezt a
logikat kovetik, véleményem szerint napjainkra ennél tobb tényezd sziikséges annak megalla-
pitasara, hogy igazi visszaesés van-e az MI-ben.

Ugyanis latvanyos kiilonbségek vannak az akkori, még gyerekcipdben jaro technologia, és
a kozott a sokrétii és szerteagazo iparag kozott, ami a mai MI. Az egykori MI gyakorlatilag zart
rendszerben fejlodott: akkor még laborok mélyén alakult, és még technikai tudomanyok szak-
embereinek is csupan elenyészo része értette, mi is zajlik ott. Véleményem szerint egy illegitim

kiterjesztés a zart rendszerben létrejovo hatdsok leirdsanak alkalmazasa a mai sok ezer helyen
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mukodo, internet altal nyilt rendszerekre. Ez utobbiak sokszor hozzaférhetd forraskdddal, ezer-

nyi kutato és széles tomegek tekintete altal 5vezve fejlddnek. Ugy vélem, ezzel belathato, hogy

az egykori jelenségek megismétlddésére nem kell szamitani.

IV.4.6. A hype-tényez0 valtozasa és vallasiassa valasa

A témaban megjelent minden tanulméanyban kiemelkedd jelentdséggel emlitik a tilzott el-

varasokat, azonban nemigen lelhetd fel utalés arra, hogy a XX. szdzadi €s a mostani hype mind

inputjaban (a kivaltoé szemléleti-lelki hatterében), mind pedig outputjaban kiilonbozik egymas-

tol. A kiilonbség harom aspektusat azonositottam:

1.

A hype-jelenség bulvarosodasa. A korszakok kozotti kiilonbség egyik fontos jellemzdje,
hogy napjainkban kicserélt kontosben jelenik meg a hype-jelenség. A régi telek fészerepldi
a kutatok és a dontéshozok voltak, mig manapsag a f0szerepldk a tomegtajékoztatds és a
hireket befogadd tomegek. A ,,mesterséges intelligencia” egy kattintdsvadasz kifejezés a
bulvarujsagirasban, mely tomegével ontja az informéacidhamisitéd cikkeket. De a sajto tobbi
része sem védett: ezeknél a hamisitas oka sokszor az, hogy sok ezer (mas teriileten talan
jartas) szakember képzetleniil fogalmaz meg véleményt az MI-vel kapcsolatosan. Ki is
mutathato, hogy MI-publikaciokban tendenciézusan kezd 0sszemosddni a spekulacié az
igazolhatd eredményekkel.[190] Az ingatag vagy hamis publikaciok jo része valodi szak-
értelemmel felismerhetd, tehat a miiszaki szakembereket alkalmazo professzionalis befek-
tetk észre fogjak venni. Ezért véleménylink szerint ez a fejlesztések terén nem vezet tél-
hez — épp az egykori hypolok, a kutatok és dontéshozok révén védett ez a szegmens. Vi-
szont, mint lattuk, a kézvélemény nem védett, rdadasul a pontatlan dicsérgetések mellett a
problémaékat tuldimenzionalo irdsok is okozhatnak a visszaeséseket. Ezt a félelmet jelentds
kockazatinak tartom egy MI-visszaesés szempontjabdl is. Ugyanis egy forditott-hype
(ijesztgetés) a fogyasztok talzott dvatossagat generalhatja, vagy mozgalom szintjén ,,a vi-
lag védelme érdekében” a technoldgia hatarozott keriilését. Radikalis megjelenésében akar
az MI korlatozasat vagy betiltasat is eredményezheti, ha ezaltal valaki szavazatokat sze-
rezhet.[162]

Uj hype-eszmék, de gyengébben. Az MI a harmadik tavaszéban és nyaraban olyan len-
diiletes fejlodésnek indult, mely alapjan a technoldgia egészével kapcsolatban a legtobben

sokaig nagyon optimista véleményeket fogalmaztak meg.[191] Ezeknek jelentds 1okést
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adott Kurzweil szingularitas elmélete,'%> mely szerint a technolégia nemsokéra olyan em-
ber és gép egybeépitést hoz létre, mely meghaladja a homo sapiens szintjét. Ehhez egyre
tobben csatlakoztak, és ezt alatdmasztani latszott a 2010-es években szamos feltétel jo
egyiittallasa is. Technologiai oldalrdl egyre erdsebb hardver, egyre tobb megfeleld tanito
adat, és egyre jobb modellek jottek 1étre. Més oldalakrol pedig a bioldgia €s az orvostudo-
many mellett a humantudomanyok (pl. nyelvtudomany, pszicholdgia) olyan iranyu fejlo-
dése is tamogatta a haladast, melyek kifejezetten a gépi tanulas ala dolgoztak. Ezek miatt
az évtized masodik feléig sok kutaté értett egyet abban, hogy a szingularitas csak 1d6 kér-
dése [192, pp. 71] (erre a kdvetkezd pontban visszatérek). Ez a hang azonban messze nem
olyan meghatdrozd, mint az els6 két MI-tél esetében bemutatott tulzott bizakodas. Sét, az
évtized végétol egyre szaporodnak a szkeptikus joslatok.

A hype-jelenség mogotti vilagkép vagy hitvilag. Az elsé MI-tél korszaka még annak a
racionalis euforianak az ideje, melyben a tudomany mindenhatdsaga 6ridsi tomegek sza-
mara jelentett lelkesitd szemléleti alapot. E mogott talan a vildgégés irraciondlis borzalma-
nak tilkompenzéldsa huzodik meg. A hatvanas évek végére azonban ez kissé kifullad, az
ujabb mozgalmakban (beat, hippy) az érzelem kap 6ridsi szerepet, majd a kilencvenes
években kibontakozik a posztmodernnek nevezett korszak, ahol az irracionalitas visszaszi-
varog a személyes vilagképekbe. Korszakunkban ezek egyiitt vannak jelen, de most a tu-
doményban hivok tendencidja érdekes, mivel ez vallasosan is megjelenik — igaz: nem atiitd
er6vel. Legjobb példa az Ml-vallas, melynek a Jové Utja (Way of the Future) egyhaza
2015-2020 kozott miikodott.[ 193] De hasonlo az egyes mozgalmak €s rajongotaborok vi-

t,'%* a mar emlitett Kur-

lagnézete is. Példaként lehet hozni erre a Turing Church mozgalma
zweil-elveket, vagy a hires ir6, Harari gondolkoddsmodjat. Kérdéses, hogy ilyeneknek
lesz-e jelentdsen nagyobb talaja a j6vO generacidiban, ahol eleve kevesebb az ilyen jellegii

elvont témaju lelkesedés — hiszen piaci hatasaikban ezek elhanyagolhatdak.

IV.5. A HORIZONTALIS ES VERTIKALIS TANULAS VEDELMI KIHIVASAI

A legtobb MI-vel foglalkoz6 munka, és az azt népszeriisito propaganda evidencidnak veszi,

hogy az embereknek ,,csak™ meg kell tanulniuk az MI-t j61 hasznalni, mint ahogyan megtanul-

nak egy idegen nyelvet. Nem talaltam elemzést az ezt akadalyozo tényezdkrol, melyek az M,

163 Ez 2006-ban jelent meg, de mara magyarul is elérhetd: [29].

164 Ennek neve a sz6jaték a Chuch-Turing matematikai tézissel, ezért nem forditottuk le. Rovid 6sszefoglald a
vezetdjetdl: [194].
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vagy mas, hasonloan nagy 1épést képviseld diszrupciok kivaltanak az emberekben. Ebben az

alfejezetben sajat meglatasaimat vazolom, és bemutatom a téma védelmi aspektusait.

IV.5.1. A tobbdimenzios tanulasi modell

Egy technologia fejlesztésében sok az objektiv tényezd, ezért joval kiszamithatobb maga a
fejlesztés, mint az eredmény fogadtatasa.[195] Hidba jon ki egy j6 termék, ha tilsadgosan tjszerii
¢s a célkdzonség nem szereti meg. Fontos probléma tehat egy 1) technologia fogadtatasanak és
bevezetésének prognosztizalhatosaga. Alabb egy olyan megkozelitést vazolok, mely hasznos
eleme lehet olyan modelleknek is, melyek egy ujdonsag tarsadalmi bevezethetdségét vizsgal-
jak.

A megkozelités a horizontalis €s a vertikalis tanulds megkiilonboztetésére épiil.[ 196] Ezek
lazan kapcsolddnak a fejlodés fentebb emlitett horizontalis €s vertikalis megkiilonboztetéséhez.
Roviden a horizontalis tanulas a meglévd szemléletet csiszolja, egésziti ki tovabbi informaci-
okkal, mig vertikalis tanulasnak azt nevezem, amikor a tanuld egy belsd szemléletvaltast is
végrehajt. Itt kapcsolodik a megkiilonboztetés a fejlodéshez: egy vertikalis fejlodési 1épcsdben
kapott technologia kihasznalasahoz mindig sziikséges egy belsd paradigmavaltas, és ehhez csak
a vertikalis tanulas altal lehet eljutni. Eltér azonban a fogalmak felosztasa abban, hogy mig a
fejlodés kétféleségét a modernitas hozta 1étre, a tanulas esetében mindkét tipus egy 6si, emberi
képesség, mely mar az 6kori embernél is megjelent. Amikor példaul a bolcsességet az okossag-
tol megkiilonboztették, talan az itt vazolt szemléleti valtasra utaltak. A bolcs ember a tobbféle
szemlélet birtokdban ugyanis nem ragad bele egyetlen megkozelités buborékaba, ezért érti meg
jobban a vilagot.

Nézziink néhany hasonlatot és gyakorlati példak a vazolt fogalmak pontositdsahoz. Barki
tapasztalhatja, hogy az embereknek huszonéves korukra kialakul egy vilagszemléletiik,
amelybe késObb folyamatosan beleillesztik a megszerzett informacidkat. Bizonyos 1) informa-
cidok konnyen illeszkednek a képbe, mivel jol kiegészitik a korabbi tudast, mélyitik a korabbi
megértést. [lyenek példaul a szakmaval kapcsolatos dolgok: mozdulatok, fogasok, lehetdségek
stb. Ezek elsajatitasat értem tehat horizontalis tanulas alatt: ennél a tanulasnal az 0j informacio
tobbé-kevésbé konnyen illeszkedik az uj rendszerbe. Az ilyen tanulasban van energia és munka,
sOt néha hosszabb-rovidebb tovabbképzések, vizsgak altal olyan jelentdsen bdviil ez a fajta tu-
das, hogy eldkészit egy vertikalis 1épést, vagyis egy szemléletvaltast.

Viszont ilyen ismeretgylijtéskor szamos informéacid képes ,,16gni a levegdben™: az illetd csak
akkor tudja az informaciot, ha rakérdeznek, de 6nalloan felhasznalni nem tudja azt. Ennek oka

lehet az, hogy a befogad6 szdmara érdektelen a téma, de az is, hogy az a korabbi megértés, mely
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mas ,,informacidtégladkon” alapul diszharmoéniaban van az 1j ,,informacidhengerekkel”, ez
utdbbiak egyszeriien legurulnak a régi épitményrol.

Mas hasonlattal: a horizontélis tanulas néha olyan, mintha kiilonb6zé méretti legdkockakat
akarnank egymasba pattintani, s mikor ez nem sikeriil, az inkompatibilis legédarabokat csak
beszorjuk egy sarokba. A vertikalis tanulds esetében valamilyen inspiracio hatasara az illetd az
Osszegytlt inkompatibilis legodarabokat rendezi, j legohidat kezd épiteni, és szamos 0j elemet
szerez be ehhez, hogy a hid 6sszekosse az 0j partokat. Képességtdl és kortol fliggden ez kiilon-
b6z6 méretiire épiilhet, de a régebbi hid (hidak) megmaradnak. Ezért mondhat6 ez szemléletki-
alakito vagy szemléletvalto tanulasnak: ezaltal képes az alany kihasznalni az 0j paradigma ere-
jét, hiszen egy 1j hidat épitett beléle onmaga és a valosag kozott. Erzékeltetni lehet a vertikali-
san elért tudast a nyelvtanulasbol ismert ,,az idegen nyelven gondolkodas szintje” mindségi
atfordulasaval is — bar egy technolodgia esetében ez inkabb azt jelenti, hogy az embernek ,,raall”
arra az agya”, hogy hogyan lehetne kiilonb6z6 problémakat az ijdonsag altal megoldani.

Az ilyen épitdmunka azonban nagysagrendekkel tobb lelki energiat igényel, mint a horizon-
talis tanulas. Fiatal korban még bdven van erre energidja az embereknek, iddsebb korban egyre
kevésbé. Ennek ellenére sokan nem épitenek fel igazi szemléletet fiatal korukban, csupéan a
néhany kéznél levé megkozelitést egymas mellé rakjak, amelyek nincsenek jol ,.kotésben”. A
szakmai oktatas egyik f0 feladata (lenne) a valasztott szakmaban egy attekintd szemlélet kiala-
kitasa, vagyis az els6 hid vazanak felépitése, melyet a hallgat6 munkéba allva néhany év alatt
a szakmai rutin altal jarhatova csiszol. Sokdig az emberek az iskolai és a betanulési id6 alatt
szerzett tudast életiik végéig hasznalhattak. Napjainkban azonban egy tiz-husz évvel ezelott
kapott szemlélet mar sokszor elavultnak szamit.

Ki kell itt emelni, hogy a vertikalis tanuldssal az az alapvetd probléma, hogy meg kell te-
remteni hozza a megfeleld lelki energiat (megfeleld képességek birtoklasa mellett is). Ehhez
pedig valami erds bels6 motivacio is sziikséges, amelyet sok tényezd gatol.

Befolyasolja egy Onvaltoztatasi képesség, az életkorral Osszefliggésben is nehezebb az
egyénnek a kelld energiat eldéllitani, de fiigg attdl is, hogy hany ilyen szemléletvaltason ment
keresztiil az illetd. Elképzelhetd, hogy szinte folyamatos ez a szemléletvaltas (pl. elhivatott ku-
tatoknal), de csak bizonyos ¢letkorig. Ugyanakkor a tdrsadalom tilnyom¢ tobbsége szamara
borzasztéan nehéz. Legtobben képtelenek megteremteni magukban a motivacidt hozza, hiszen
ugy érzik, hogy ¢élhetd a sajat életiik e nélkiil is, 1am, eddig is jol miikodott. . .

Az eddigieket 0sszefoglalva kimondhato, hogy ez a belsd lelki energiahidny magyardzza azt
a jelenséget, hogy egy 0j paradigma terjedéséhez egy bizonyos idonek el kell telni. (Gyakran

legalabb egy részleges generaciovaltas sziikséges hozzd.) Az ok azonositasa utdn nézziik meg
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a jelenség néhany szempontunkbol fontos kdvetkezményét. Az egymdasbol kovetkezd diszkur-

zi0s 1épéseket a kovethetdség érdekében pontokba szedtem:

Induljunk ki abbdl a ténybdl, hogy az ilyen mérvii 6nvaltoztatds régebben nagyon ritkan
volt sziikséges (¢és keveseknek). Napjainkra azonban ez elvarassa kezd lenni, olyan iitemben
arasztanak el minket a diszrupciok.

Bar novekszik azok szama, akik inspiraltak arra, hogy egy-egy ilyen szemléletvaltas érde-
kében a kényelmiiket, maganéletiiket, szabadidejiiket bealdozzak, de nem nd eléggé. Ugy
tlinik, hogy a tarsadalom teljes szélessége felé itt nyugaton nem lehet ilyen elvarast tdmasz-
tani: ez tal nagy személyes aldozat egy individualista polgaraink szdméara. Pontosabban je-
lenleg nem tudjuk elképzelni, hogy ezt el lehessen fogadtatni. (Ezt a gondolati szalat vé-
delmi aspektusbol majd folytatom, 1d. VI.4).

Ezek alapjan nagyon ugy tlinik, hogy a modern tarsadalmakban nem varhato, hogy kialakul
egy tomeges belsd igény a munkaval kapcsolatos onvaltoztatasra. Az is erdsen kérdéses,
hogy megfeleld képességek birtokdban van-e mindenki, akitdl ez elvarhato lenne a munka-
javal 0sszefliggésben.

Mindehhez hozzéadddik, hogy a jelenség még problémasabb a dontéshozok esetében. Mert
ha 6k benne rekednek egy régi szemléletben, az (dontési pozicidjuk miatt) sokkal erdtelje-
sebben visszafogo hatasu egy-egy 0j paradigma terjedését, jobb kihasznélasat illeten. Erre
viszont nagy az esély, mivel altalaban tul leterheltek, igy akkor sem marad idejiik és ener-
giajuk ekkora onvaltoztatasra, ha kedviik lenne hozza.

Ezt a helyzetet nem latszik megoldani egy generaciovaltas sem, hiszen a fiatalok csak egyre
demotivaltabbak, tehat nem valdszinii, hogy az 0 generdcio folytatni akarja a vilag ilyen
tempodban torténd valtoztatasat.

Ezek a tények arra utalnak, hogy a modern vildgunk tul sok valtozdsa mar tarthatatlanul sok
valtozast var el az emberektdl. Az embereknek pedig egy lelki tulajdonsaga, hogy szeretik
a bejaratott dolgokat az ¢életben, nem szeretnek sokszor nagyot valtoztatni, féleg nem 6n-
magukon.

Minél erdsebb kognitiv képességekkel rendelkezik az MI, annal erételjesebben érvényesiil
majd a gondolkodasmod levaltdsanak fontossaga a megfeleld ember-gép egyiittmiikodés-
ben. Masképp fogalmazva minél nagyobbat fejlodik az M1, annal nagyobb vertikalis ugrasra
lesz sziikség. (Ez az agyhoz kapcsolt ember-kiterjesztésekre is vonatkozik.)

Mindebbdl arra kovetkeztethetiink, hogy ,,lelkileg nem fenntarthat6” az MI fejlédésének

jelenlegi liteme.
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A fenti gondolatmenetet alatdimasztja az a tény is (amelyet barki megfigyelhet a kornyezet-
¢ben), hogy a tomegek az eddigi diszruptiv technologidkat is csupan feliiletesen alkalmazzak,
azok lehetdségeit sem aknazzak ki. Szamitdgépiiket vagy okostelefonjukat kevés dologra hasz-
naljak, még az irodai programokbdl is csupan néhany alapfunkcioval dolgoznak, nem bibeldd-
nek biztonsagi allitgatasokkal stb. Hasonl6 hozzéallas rajzolodik ki minden 0 paradigma kap-
csan. PI. ha a keres6be van beépitve M1, akkor hasznaljak, de promptolni csak kevesen akarnak
tanulni. Pedig a promptolas még horizontalis tanulas (bar tekinthetd egy ) szemlélet elészoba-
tdle, hiszen valami 0j, valami programozasszeri. A legtobb ember, ha érzi is az 0 paradigma
szelét, nem kivanja azt a vitorldjaba fogni, és nem akar akkorat valtozni, amekkorat az a dolog
megkovetelne.

e [tt értiink el gondolatmenetiink masik kovetkezményéhez, mely a lassulast eredményezi: a
fejlesztések akkor hozzak a legidealisabb profitot, ha néha bevarjak a piacot, vagyis a tar-
sadalom széles rétegeit.

Bar elvileg létezik egy masik lehetdség is: hogy megteremtik az inspirdciot a tarsadalom
tagjaiban egy jelentds onvaltoztatasra (vagyis a valtozasokhoz sziikséges 1 szemlélet belsdveé
tételére). Ehhez azonban nem elegendd a mai fejlett befolyasolasi technologidk arzendlja, hi-
szen azok altalaban épp a kényelmi vagy érzelmi aspektusra épitenek. — ez esetben viszont épp
a kényelem ellenében sziikséges haladni. Lehet erdltetni a kotelezd gyorstalpalod képzéseken
valo részvételt, és ezaltal kimutathaté lesz, hogy tobben hasznéljak az j lehetéséget. Am ez
nem fogja kialakitani benniik azt az j szemlélet, ami 4ltal valoban kihasznaljak az Gjdonsag —
esetiinkben az MI — képességeit. Ez a lehetdség ezért csupan elvi: hiszen a szemléletvaltashoz
sziikséges érési 1d0 is nehezen biztosithat6 ,,feliilr61”, a hozza sziikséges lelki energia rendele-
tileg nemigen adhaté meg. Meghallgatjak, amit mondanak nekik a képzésen, de abbdl csak
horizontélisan lesznek képesek tanulni, tehat csak azokat a konkrét dolgokat hasznaljak mun-
kajukban, amelyeket konnyl volt beleépiteni. A képzések persze nem haszontalanok, mert a
horizontalis tudas is csirdja lehet egy jovobeni 6nvaltoztatasnak.

Osszegzésiil kimondhaté, hogy a napjainkban az élet minden teriiletén tapasztalhato para-
digmavaltasi domping kezd olyan mértéket Slteni, ami kezelhetetlen. Igy az ij paradigmak
kénytelenek lesznek bevarni a tarsadalmat. Mert ha egy-egy teriilet szakemberei sajat 11j para-
digmaikat hajlanddak is elsajatitani, a sok egyéb 1j teriileten rajuk zadulo szemléletvaltasra
nekik sem marad idejlik és energidjuk. Pedig valdjaban egymast general6 és egymassal szerve-
sen Osszefliggd teriiletek valtozasairdl van szo, melyek a mindennapi életiinket szovik at. Ra-

adasul a belsd motivacio ¢és a tehetség, a tobbszords szemléletvaltashoz sziikséges két fontos
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paraméter nagyon véges, mikozben végtelen onvaltoztatasi kedvet €s tomeges zsenialitast ki-

vanna a most épiild jovO. A mai komplexen paradigmavalto fejlodés ezért nem tarthato fenn.

IV.5.2. IQ-fenntarthatésag (a tehetségek végessége)

Mai kultaraink egyre inkabb épiilnek a tehetségre, ezéltal az ollo egyre nyilik a kevésbé
tehetséges emberek ¢s azok kozott, akik jo adottsdgokkal rendelkeznek. Ez kiemelten igaz az
okossagra: az ¢let minden teriilete egyre bonyolultabba valik, ¢s minden munkakorre jellemzo,
hogy egyre tobb mindenhez kellene értenie az azt betoltd személyeknek. Mint imént emlitettem
a vezetdi feladatoknal akar extrém (lehetetlen) mértékiire ndhet a tudaselvaras. Méas munkakor-
ben a helyzet csak kevésbé extrém, de ugyanilyen reménytelen, és nem csak az an. ,.értelmi-
ségi” teriileteken, hiszen mar a szakmunkak elvégzdinek is rengeteg 0j technologiat, modszert,
paradigmat kéne kovetni tudni. Vagyis a fejlédés, az egyre jobb modszerek és technologiak
egyre nagyobb mennyiségli magasan képzett munkaerdt igényelnek az élet minden teriiletén.
Tehat egyre tobb, egyre okosabb emberre lenne sziikség ahhoz, hogy minden munkakort meg-
felel6 ember toltson be. Ekozben azok a munkdk, melyeket eddig a szerényebb képességii em-
berek el tudtak latni, robotizalddhatnak. Lathaté tendencia, hogy par éven beliil a szoftveres
robotok (MI-k) képesek lesznek atvenni szdmtalan olyan biirokratikus feladatot, melyet most
emberek végeznek. A fizikai robotok is képesek lesznek szinte minden szakmunkéban feladatot
végezni, ezek terjedése azonban a varhatdan magas aruk (tul hosszii megtériilési idd) miatt joval
késdbbre varhato.

Ezzel a jelenséggel tobb szinten adodik probléma. El6szor is az ilyen fejlett szoftveres rend-
szerek, ¢és plane a fejlett robotok karbantartdsdhoz is magasan képzett emberek sziikségesek.
Akiket a technologidk kiszoritanak, azokat erre nemigen lehet atképezni, szdmukra egyre ke-
vésbé lesz barmilyen lehetdség. Errdl a kérdésrol folynak kutatasok (pl. [197]). Viszont kevésbé
kutatott a masik teriilet — amely szerintem sokkal nagyobb gond, — hogy nem is sziiletik ele-
gendd olyan képességli ember, akikbdl ez az 6ridsi tomegili magas szakmaisagu munkaerd ki-
képezhetd lenne. Tehat azért lehetetlen elegendd jo orvost, j6 pedagogust, j6 mérnokat, jo ko-
miuvest talalni, mert nem létezik ennyi tehetség vilagszinten. Természetesen az un. agyelszivas
miatt egyes teriiletek egy ideig meg tudjak oldani a maguk szamara a kérdést, de 6k sem tudnak
majd mit kezdeni az ott sziiletett kevésbé tehetséges emberekkel.

A jelenséget itt jobb hijan IQ-fenntarthatésagnak neveztem el, mert szempontunkbol ez a
legrelevansabb komponens, de ez a kifejezés igazadbol pontatlan. Ugyanis a fentiekhez hozza-

adodik, hogy a magas szakmai tudas mellé egyre tobb egyéb adottsag vagy nevelt készség tar-
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suldsa is sziikséges: a stressztlirés, a magas koncentracios készség, a j6 kommunikacids kész-
ség, a kedvesség, a gyors reakci6idd és hasonlo adottsagok egyre tobb helyen valnak elvarassa
— igy azok, akik szakmailag jok, de egyéb kompetencidik nem megfeleldek, azok csak részle-
gesen lesznek tokéletesek a feladatuk ellatasara. Ez természetesen még lehetetlenebbé teszi az
elegendd jo munkaerd megoldhatdsagat. Tehat pontosabb lenne ugy hivatkozni erre, mint ,,al-
talanos tehetségkomplexum-fenntarthatdosdg” — &m ez igen nehézkes elnevezés, maradjunk a
cimbelinél.

Jelen vonatkozasban kiemelendd, hogy az MI fejlédését példaul a pedagogus vagy lizemel-
tetd terililetek elvarasszintjének mérhetetlen novekedése is hatréaltatja. Ennek védelmi vonatko-

zasa is van, hiszen ahonnan elvandorol a tehetség, ott még €getdbb lesz a probléma.

IV.5.3. A varhato MI-nyar és ennek kiaknazhatosaga

MI-nyar kifejezés alatt, egy l1ényeges technikai attdrés nélkiili technologiaterjedést értek.
Ebben a nyarjellegti fejlddésben a valtozas lassul, de a felhasznalasok szama novekszik. A je-
lenlegi helyzet a II. fejezetben vazolt szamos iranyu fejlesztés alapjan véleményem szerint igy
értékelhetd. Vagyis — a fejezet elején (IV.4.1.) definialt kifejezésekkel élve, — a nagy sebesség-
gel zajloé horizontalis fejlodés folytatddasa varhatd az MI-ben, de vertikalis progresszio nincs
kilatasban. Mas szdval a jovében, — szamos kisebb 6tlet és innovacid bevezetésével — tovabb
tokéletesednek a most ismert MI-képességek, de 1ényeges 1épésre, igazi altalanos MI 1étrejot-
tére véleményem szerint belathato idon beliil nem lehet szamitani. A tertilet és az ilyen iranya
befektetések jelentds bevételekre szamithatnak.

Pillantsunk ra ennek védelmi oldalara. A fentebb idézett (IV.4.2. eleje) Mitre-elemzés [180]
kiindulopontjaban az all, hogy ha az MI fejlédési sebessége lassulna, az jelentds ¢s hatranyos
hatassal lenne a védelmi rendszerekre. Az a megkozelités azonban a korabbi Ml-telekhez ha-
sonlo korszaktol szeretné megovni a tarsadalmat. Ezzel szemben fentebb én egy teljesen mas
jellegti, ,,gyorsulassal egybekotott lassulast” vazoltam, amely ilyen fajta visszavetést nem
okozna. S6t, ez a nyar kiaknazhat6 védelmi téren. Ré is térek arra, hogy hogyan lehet egy ilyen
forgatokonyv esetén a hatranyunkat elénny¢ valtoztatni.

Az elsddleges elony barmiféle regresszid esetén, hogy ,.,humdén szinten” be lehetne hozni
valamennyit a lemaradasbol. Jol johet egy olyan régio szadmara, melybe hazank is tartozik, ha a
vilagelsé fejlesztések lényegi véltozast nem hoznak. Igy aki megtanul példaul jol promptolni,
az 6t év mulva is képes lesz hasznalni ezt a tudésat. Az nem probléma, ha a terjedés kdzben

tovabb halad. Ugyanis az emlitett vertikalis tanulési jelenség (IV.5.1.) probléméja miatt min-
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denhol id6be telik ennek az j paradigménak elégséges szamu vezetd szemléletébe vald beépii-
1ése, és a dolgozoknal a felhasznaldi szintli hasznalat elterjesztése. Viszont az ingyenes szol-
galtatasokon és a nyilt forraskdda modellekbdl atdolgozott rendszereken is hatékonyan végez-
hetdek ilyen szakmai képzések (és onképzések). Jelenleg is jobbara ez torténik, csak kissé
lomha tempdban — igy a lemaradas nem csokken. Am ha a MI-technologia fejlodési sebessége
lelassul, és nem jon el a ,,nagy attorés”, akkor érdemes lenne a jelenleginél nagyobb képzési
sebességbe kapcsolva megprobalni minél tobbet ledolgozni a hatranybdl a humanerd terén. Ez-
altal 1étrejohetne egy olyan apparatus, amely a digitalis szuverenitast biztositd6 MI-képességeket
megvalositja, frissen tartja, valamint optimalisan és nagy hatékonysaggal fogja kiaknazni. Igy
lehetne a lassulést elényiinkre forditani.

Ugyanez a lassulas azonban a hatranyunkat is megtobbszordzheti. Sajnos a hazai mentali-
tashoz kozelebb all az, hogy nem képzi magat az, aki azt latja, hogy onvaltoztatas nélkiil is
megmarad a munkéja. Pedig a kozeljovoben realisan megvaldsithatd MI-szolgaltatasok egyre
tobb sematikus ,,értelmiségi” munka kivaltasat fogjak lehetové tenni még akkor is, ha a fejlédés
lelassul (ha nem lassul le, akkor gyorsabban). Ilyen megoldasok bevezetésében a nagy irodak-
kal rendelkez6 maganvallalatok fognak az €len jarni, a kreativabb dolgozdkat atképzik, a tob-
bieket elbocsajtjak. Az allami szféra vagy a kisebb vallalatok varhatoan még évekig embereket
fognak alkalmazni automatizalhato feladatokra, akik ezalatt nem késziilnek a valtasra mondvan,
hogy ugysem lesz pénz az MI bevezetésére. A lakossag felkészitése nélkiil a szavazok nem
fogjak tudomasul venni, hogy az orszag versenyképessége fiigghet ettdl, igy szinte bizonyos,
hogy az erre szanhato 0sszegeket inkabb az 6rok problémat jelentd szocidlis szférak valamelyi-
kébe kivanjak majd atcsoportosittatni, akar tiintetéseket is szervezve ezért. Illyen megnyilvanu-
lasok megjelenésére hazankban véleményem szerint 4-5 éven beliil lehet szamitani, késdbb pe-
dig a kérdés akar a valasztasok egyik kulcskérdéséve is valhat. Tehat ha nem sikeriil megfeleld
motivacidkat talalni és a fent leirt modon, elegendd vezetd, kolléga és dolgozo allampolgar
fejében a szemléletvaltashoz elengedhetetlen szintet ,,meglépetni” (vagyis ravenni dket, hogy
1épjék meg — hiszen helyettiik mas erre nem képes), akkor mindkét forgatokonyv szerint hat-
ranyba keriiliink. Ha lassul a fejlédés iiteme, akkor nem tudjuk kihasznélni annak lehetdségét,
ha nem lassul, akkor pedig egyértelmiien lemaradunk.

Ezzel a gondolatsorral azt is bemutattam, hogy a technologiai és humén tényez6 egymas
hatasat mindig erdsiti: vagy a progressziv hatast vagy a regresszivet. Ha sikeriil egy 1j dolgot
divatossa tenni, akkor kis erdkifejtéssel terjeszthetd, ha pedig ,,ciki”, akkor nagy erébevetéssel
is nehezen terjed egy technologia vagy brand. Mind a felfelé vivo spiral, mind pedig a lefelé

mutat6 6rvény ongerjesztd folyamatként mikodik. Az elobbi raadasul a befektetést is serkenti,
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az utébbinal pedig sokkal kisebb lesz a technologiai-befektetdi motivacio is sajat MI-rendsze-
reink fejlesztésére és élvonalba emelésére. Igy az emberek technolégiakovetése felivelést hoz,
a human lemaradas pedig egy technologiai lemaradast is implikal. Minden elemzd szdmara
nyilvanvalo, hogy a fejlett és elmaradott vilagok kozotti ollot az MI-tényez6 nagymértékben

tovabb nyitja majd, tehat nem mindegy, hogy az oll6 melyik élén lesziink.

IV.6. RESZOSSZEFOGLALAS: AZ MI BIZTONSAGI KIHIVASAI

Osszegzés. Az MI-vel kapcsolatos kihivasok attekintése soran a védelmi célhoz (C2) szamos
hasznos meglatasra jutottam. Kevesebb konkrét adalékokat kaptam a terminoldgiai célhoz (C1),
azonban egy 1j fogalomhoz sziikséges a megfeleld szemlélet kialakitasa is, ehhez jarult hozza
ez az elemzés. Az itt bemutatott tényezok attekintése ravilagitott arra is, hogy az MI Gjszertisége
milyen védelmi kihivasokat general, ehhez hasznos volt attekinteni és osztalyozni a neuralis
halok miatt felmeriilé problémak tipusait. A védelmi probléméhoz (P2) kiemelt fontossagu az
MI hibazasanak elemzése is, ezt elvégezve az eredményt dsszevetettem a hagyomanyos auto-
matika tévedéseivel. A korképhez két human témakor targyaldséra is sziikség volt: egyrészt

torténelmi tanulsagok levonasara, masrészt az MI tanulhatésaganak vizsgalatara.

Pl-gyel és P2-vel egyarant kapcsolatos kovetkeztetések

R4.1.: Léteznek olyan elvileg nem lekiizdhetd problémak, melyek egyarant megjelennek az
altalunk alkotott hagyomanyos gépekben és az MI torzitasok mogott (IV.2-3.).
R4.1-A: Az emberi kognicid és a vilag leképezési problémai (végessége, hibai, szub-
jektivitasai).
R4.1-B: A rendszerek robusztus komplexitasa (ember altali attekinthetetlenségiik).
R4.2.: Az 6ridsiva ndvekvo és bonyoldodd hagyomanyos rendszerek és az M1 atlathatésaga egy-

mas felé konvergal (IV.4.).

Pl.gyel kapcsolatos kovetkeztetés
R4.3. A R4.1-A-val 6sszefliggésben (II1.5 és IV.2.2. alapjan) a leképezés €s a kognicio kifeje-

zések megjelenitése javasolt a technoldogia meghatdrozasaban, mivel emlitésiik utal a

technologia elvi hataraira.

P2-vel kapcsolatos kovetkeztetések
R4.4. A jelenlegi MI ijdonséagai egyben a jelenlegi fejlesztések f6 problémait is jelentik, me-
lyek feloldasa nem garantalt, de biztato (IV.1.).
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R4.5. Az R4.1&2. folyomanyaként levonhato, hogy a vékony MIrendszerek biztonsaga elvi
szinten hasonl6, mint a hagyoményos szamitastechnikaé (az utobbi azonban gyakorlati
megoldottsag terén még joval elébbre van) (IV.2-3.).

R4.6. Az Ml-fejlesztésekben a kulturalis €és a tarsadalmi kiilonbségek meg fognak jelenni
(Iv.2.2.(3)).

R4.7. Gyakorlati (egy jelenlegi fejlettségi) szinten nem lekiizdott problémék, melyek mindkét

rendszertipus esetén ugyanugy, csak teszteléssel oldhatéak meg (IV.2-3.):

R4.7-A: A hagyomanyos rendszereknél a robusztussag és a rendszerrészek viszonya;

R4.7-B: MI esetében az atlathatosag és a feketedoboz-jelleg egyéb kovetkezményei.

R4.8. Az R4.2 és R4.7. miatt a rendszerek biztonsagi megkdzelitéseiben is elképzelhetd egy
paradigmavaltas sziikségessége (IV.2-3.).
R4.9. Az MI-t6l val6 félelmek gyakran tilzdak, melyet a bulvarsajté rendszeres tudomanyta-
lanséaga is gerjeszt (IV.3.).
R4.9-A A jelenlegi vékony MI csak az alkotok akarata, vagy sorozatos nagyaranyu
gondatlansadga miatt lehet képes az emberi szandékkal ellentétesen tevékeny-
kedni, és nem képes ,,csak ugy” dnallosulni, netan tudatra ébredni.

R4.9-B  Biztonsagi szempontbdl az atomerdmii-technoldgiahoz lehet hasonlitani.

R4.10. Az R4.1, R4.5, R4.7 ¢és R3.9 alapjan, az MI autonémia biztonsagtalansagéhoz kapcso-
16d6 altalanos vélemény a jovében akkor is hatréltatni fogja az MI-be vetett bizalmat,
ha a két rendszer biztonsaga kozott statisztikai szempontbol nem, vagy alig lesz eltérés.

R4.11. A koréabbi két MI-tél tanulsagait korunkban is figyelembe kell venni (IV.4.).

R4.12 Sziikséges megkiilonboztetni horizontalis és vertikalis fejlodést, vagyis a 1ényegi tech-
nologiai 1épéseket és az azokon beliili fejlesztéseket (IV.4.1.).

R4.13. Az emberek vertikalis tanuldsanak megvalosuldsa az MI (és az egyéb 1) paradigmak)
hatékony hasznalatdhoz elengedhetetlen feltétel, de ennek személyes megvalositasa
rendkiviil nehéz (a hozza sziikséges képességek ¢€s lelki energia miatt) (IV.5.1.).

R4.14. Az R4.11-13 alapjan az MI hosszl nyara varhato (vagyis az MI fejlodési sebessége las-
sulhat, de erételjes terjedése van kilatasban) (IV.4.).

R4.15. Az R4.14 szerinti hossza nyar kiaknazhato €s kihasznalando lenne a lakossag MI isme-

reteinek célzott bovitésére, €s a digitalis lemaradasbol valo felzarkozasra (IV.5.3.).
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V. A MESTERSEGES INTELLIGENCIA

FOGALMANAK UJRAGONDOLASA

Az eddigi kutatasok alapjan elérkeztem a terminoldgiai problémakor (P1) vizsgalatanak be-
fejezésére. A K5-ben'® feltett kérdésekre az elsd négy fejezetben is kaptam bizonyos valaszo-
kat, de a kérdéskor elfogadhatd megvalaszolasahoz hatra van még néhany részkutatas. Azt kéne
majd bizonyitani, hogy az Ml jelenlegi meghatarozasaibol fontos aspektusok hianyoznak (H1).
Ezt a hianyt a C1-ben!®® két részre bontottam: egyrészt bizonyos tartalmak bevonasa nélkiil
félreérthetd a fogalom, mert kulcskifejezések maradnak ki a definiciokbol, masrészt a fogalmat
kovetkezetleniil hasznaljak, homalyos marad, mivel beleérthetéek egymast kizard jellemzok,
tehat az MI kifejezés vilagosabb lehatarolésa is sziikséges lenne. Mar a korabbi fejezetekben is
azonositottam a definiciokbol kimarado kifejezéseket. Jelen vizsgéalatban ezek korét tovabb szé-
lesitem, ¢és sor kertil arra is, hogy a fogalom elégtelen lehatarolasanak okaira ramutassak. A
vizsgalatokat az utdbbival kezdem, rendszerezve azokat az eseteket, amikor az MI kifejezést
nem neuralis rendszerekre alkalmazzak (V.1.). Ezek alapjan prognosztizdlom egy jovében var-
hat6 pontatlan hasznalatat is (V.2.). Majd az informacio6 €s a hozza kapcsolédo tudomanyok
feldl is kozelitem az MI-t, hiszen igy tarul fel az a széles Ossztudomanyi Osszefliggés, mely
valdjaban a technoldgia mogott all (V.3.). Ezek utdn, Osszesitve az elsd ot fejezetben feltart
informdaciokat, le tudom zarni H1 hipotézisem igazolasat is (V.4.), bar maga a bizonyités a dol-
gozat végén 1évo Osszegzésben talalhatd. Végiil, az utobbi alfejezet végén, sajat javaslatokat

teszek 1) MI definiciokra, ezaltal a C1 célt is elérem.

V.. A, DETERMINISZTIKUS MI”, AVAGY HOGYAN HiVJUK A NEM NEU-
RONHALOVAL MUKODO MI-KET?
Determinisztikus MI-nek nevezem, amikor olyan programkodokat is MI-nek hivnak, me-

lyekben nincs neuralis hal6 okozta feketedoboz. Az, hogy ezeket is beleértik a fogalomba, igen

ellentmondasossa és zavarossa teszi az indeterminisztikussagbol adodo problémakkal (1d.

165 K5: A terminoldgia kérdéskore: Milyen esetekben vetédik fel, hogy hidnyos vagy zavaros az MI-fogalom hasz-
nalata, hogyan teheté javaslat az MI-terminologia javitasara, és hat-e ez a klasszikustdl eltéré adatkezelési para-
digma ,,informatika” kifejezésére?

166 C1: Minél tobb tényez8t azonositani, melyek nélkiil az MI meghatarozasa félreérthetd, vagy amelyeket bele-
értve a fogalom zavarossa valik, valamint javaslatokat tenni a feltart problémak feloldasara (0j fogalmak, felosz-

tasok, mas kifejezések stb.).
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IV.1.) kiizd6 modern MI-értelmezést. Ez a fogalmi zavar a szabalyzas és az elvi biztonsag ut-
jéban all, ezért C1 cél miatt muszdj megvizsgalni azt, hogy milyen nem-neuralis rendszereket
szokas MI-nek hivni. Am ebbél az elemzésbél — a biztonsagi vonatkozasok védelmi fontossaga
miatt — C2-hoz is hasznos adalékokra szdmithatunk.

Mint latni fogjuk, a tal tag MI-fogalom hatterében az a torténeti-emberi jelenség all, amelyet
szinte mindenki érzékel: hogy a nyelv nem képes kovetni a technologia ilyen gyors fejlodését.
Ezért jott 1étre, hogy tobben, tobb okbdl, nem feltétleniil a neuralis rendszereket értik MI alatt.
Sokan példaul minden tanul6 rendszert MI-nek mondanak, holott egy rendszer hagyoményos
programkod altal is képes tanulni (amit én pszeudo-tanuldsnak neveztem I1.2.4.), nem csupan
mélytanulassal. Masok még egyszeriibb szoftvereket is az MI-hez sorolnak, mondvan, hogy az
ember intelligens vonasainak valamelyikét utdnozza. Nem leltem fel olyan kutatast, amely
rendszerezné, hogy mikor hasznaljak az MI kifejezést nem neuralis rendszerekre. Ezért magam

azonositottam azt a harom iranyt, amely alapjan ezt a vizsgalatot lefolytatom:

1. a kutatok, foleg a kezdetekben elkezdték hasznalni az intelligencia szot szamos, akkor
ujszertinek szamité informatikai modellre €s Otletre;

2. afelhasznalok sokszor nem tudjak megkiilonboztetni a mélytanulési rendszerek szolgal-
tatasait a hagyomanyos szamitastechnikatol,

3. apiaci szereplok profitvadasz fogalomhasznalata fokozza az el6z6 két pont hatasat.

Az els6 harom rész ezeket mutatja be, majd terminoldgiai javaslatokat vetek fel a probléma
feloldéasara, végiil a harom eset kezelhetdségét elemzem. Az alabb elemzett jelenség a ,.termi-
nologiai degradacios modell” nem csupan az itt bemutatott esetekre alkalmazhat6, hanem alta-
lanosithato és sok mas esetben is hasznalhat6 (elsésorban a technologidban hasznalt kulcssza-
vak esetében). A kovetkezd alfejezetben (V.2.) reprezentdlom is a modell alkalmazasat: egy

fogalom (az AGI) hasznalatdnak varhat6 torzulasat.

V.1.1. Amit a szakemberek egykor intelligensnek hivtak

A szamitogépek terjedésével, ahogyan a gépek egyre tobb ,,intellektudlis” problémat voltak
képesek megoldani, jo1 hangzott, hogy intelligensnek kezdték el nevezni a gépek bizonyos szol-
galtatasait. Emiatt a szohasznalat miatt az M1 els6 hullama (1.2.1.) csak részben tekintheto igazi
hulldamnak. Bar a neuronhal6 mar 1étezett, de nem tarsitottdk az intelligenciautanzashoz, sot
hasznalata maig sem kovetelmény az MI-vel kapcsolatban. Arra sem volt konszenzus, hogy
milyen programokat lehet intelligensnek hivni. Az intelligens agens (1.2.4.) kifejezés jabb im-

pulzust adott annak, hogy konnyen besoroljanak valamely technoldgiat az MI-fogalom ala. Itt
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csoportokba rendezve listizom'¢” a gyakoribb olyan MI sz6hasznalatokat, amelyeket eredetileg

nem neuralis technologiaként soroltak ide. Megjegyzendd, hogy azdta tobb ilyen problémahoz

talaltak MI-alapu megoldast, vagy MI-vel is tdmogatjdk a hagyomanyos modellt, igy egyes

determinisztikus MI-rendszerek ma mar valoban indeterminisztikusak.

1. GOFAI (Good Old-Fashioned Artificial Intelligence, ,,j6 kis régimodi MI”’). Megfelel6 au-

tomatikat biztositanak olyan esetekben, amikor a feladat jol formalizalhat6. F6 elonyiik,

hogy nincs sziikségiik sok adatra és nagy szamitogépes eréforrasokra, tehat sokkal olcséb-

bak. Ugyanerre hasznaljak még a hagyomanyos MI kifejezést vagy kovetkezdkben felso-

rolt elnevezéseket is. Néhany rendszertipus, melyet ide sorolok:

Szakértoi rendszerek: Hozzajuk kotddik az MI els6 nagy elterjedése és a masodik MI-
télnek nevezett idoszak (IV.4.2.). Ezek a rendszerek a tudast ,,ha... - akkor...” tipusu
szabalyok formdajaban kodoljak le, ezért a ,,Szabalyalapu rendszerek” elnevezés is
ezekre utal. Elonyiik, hogy a szabalyokkal eleve magyarazatot adnak dontési folyama-
taikra, ez pedig kiilonosen értékessé tette ket olyan teriileteken, mint az orvostudo-
many, a mezdgazdasag €s az lizemeltetés. A szakértdi rendszerek deduktiv kovetkezte-
tést alkalmaznak, vagyis a kovetkeztetd motor ugy jut eredményre, hogy végigmegy a
szabalyokon. Tanulni nem képes, kézileg kell a szabalyhalmazt bdviteni.

Esetalapu érvelés (Case-based reasoning, CBR): Az el6z6 tipus tovabbfejlesz-
tése [199], itt is alkalmaznak szabalyokat, azonban ezek alapjan a rendszer induktivan
is kovetkeztet, vagyis képes hasonld, de 1) problémakat is megoldani. A hasonlosagi
szamitasok lIényege, hogy a rendszer eldszor megkeresi a leginkabb hasonld korabbi
eseteket, majd ezek megoldésait alkalmazza az aktudlis problémara. Az ilyen rendszer
képes tanulni, de csak a pszeudo-tanulas (I1.2.4.) értelmében: csupan eltarolja a feldol-
gozott eseteket ¢és késobb ezeket is hasznalja.

Ontolégiak ¢s a tudasreprezentacio bizonyos tipusai (pl. szimbolikus MI, 1V.2.2.(2)).
Hagyomanyos viselkedésalapu MI: Az emberi viselkedés megértésére, elorejelzésére
¢s reagalasara 6sszpontosit.[200] A viselkedéstudomany eredményeinek gépi reprezen-
meri fel a viselkedést, mint pl. az affektiv szamitastechnikdban bemutatott rendszerek.

Ehelyett pl. a felhasznaloi interakciokbol szarmazé adatokat hasznalja fel, ezek alapjan

167 Ehhez a kiindulépontom ez a cikk volt [198], de a listim ettdl eltér, és ezen tilmutat.
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2.

lesz képes fenyegetések észlelésére €s a valds ideji valtozasokhoz valod alkalmazko-
dasra, vagy a javaslatok személyre szabasara. Modularizalt, egyszerti viselkedési egy-
ségekbdl épiil fel a rendszer, amelyek egyiitt komplex viselkedést eredményeznek. Més
esetekben egy nem tul komplex viselkedés besorolasara képesek, ez a megkozelités a
viselkedés-output terén, tehat a robotikédban, vagy a webportaloknal régota hasznalatos

(a kovetkezd alfejezetben erre visszatérek).

Grafalapu tudasrendszerek

A tudasreprezentacié bizonyos tipusai, pl. szemantikus halok (IV.2.2.(2))

Dontési fak: Olyan fastruktarakat hasznalnak, ahol a belsé csomdpontokban dontési
szabalyok vannak megfogalmazva, a levelei pedig ezek kimeneti esetei. Jol alkalmaz-
hat6 a programozott dontések hatékony megvalositasan tul osztalyozasi €és predikcios
feladatokra 1s.[201]

Bayes-halok, egyéb valosziniiségi modellek: Itt is grafstruktiraban abrazoljak a valto-
z0k kozotti kapcsolatokat, de ez alapjan valoszinliségi kovetkeztetéseket hoz a rendszer.
Keresési algoritmusok: Ezeknél a graftba rendezett vilagrészlet-leképezés a gyors ke-

resést teszi optimalisabba. Ismert alkalmazésa az utvonaltervezés.

Kényszerkielégitési problémak (Constraint Satisfaction Problem, CSP): Kombinatori-

kus problémak reprezentalasara és megoldasara biztosit formalis kereteket. A CSP szdmi-

tasi feladatban a rendszernek gy kell a valtozok halmazat értékekkel ellatni, hogy minden

megadott korlatozas teljesiiljon.[202] Tipikus példai a kiilonféle orarendi vagy iigyeleti

beosztasok.

Fuzzy rendszerek (1d. 11.3.2.)
Biologiai ihletettségii rendszerek (11.3.3.)

Ez a néhany példa jol mutatja, hogy a tudomanyos vilagban a mélytanulas terjedése nem

hozott fogalmi valtozast, azt a mai napig egy kalap ala veszik a fenti rendszerfejlesztési ira-

nyokkal. A fejlesztoknél ez nem okoz fogalmi zavart, mivel szakmai tudas alapjan a kontextus-

bol vilagos, mikor melyikrdl van szo. Emellett, mint emlitettem a fenti rendszerek jo része 6sz-

szeolvaddban van a neuronhalds fejlesztésekkel: ezekre a hagyomanyos platformokon elért

eredményekre lehetett alapozni pl. a mélytanuld modellek fogalmait, kdvetkeztetoképességét,

viselkedési, szocidlis vagy egyéb szolgaltatasait.
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V.1.2. A rendszerek 6sszemosoddasa a felhasznaloknal

A rendszerek 6sszemosodasa alatt azt értem, hogy a felhasznalokban nincs vildgos tudas
arrol, hogy miket is haszndlnak, és ezek hogyan miikodnek. A szolgélatascentrikus fejleszté-
seknek koszonhetden nem is kell tudniuk errdl, ami dnmagaban jo, mert ez teszi lehetévé a
fejlesztések konnyl terjedését, viszont most, amikor nagyon eltérd paradigmaju technologiak
jelennek meg a hattérben, a biztonsagos hasznalat érdekében fontos lenne bizonyos technolo-
giai alapismeret és megkiilonboztetés. A felhasznaloknak igen nehéz 1épést tartani a fejlddéssel,
konnyen azt hiheti valaki, hogy nagyjabdl tudja, mit is hasznal (,,nyilvan Ggy miikodik, mint
régen”), holott nem ez a valdsag.

Az ilyen jellegii ,,hit”-beli tévedések informatikai biztonsadg szempontjabdl is problematikus
voltara példanak hozhaté az automatikus felhdszinkronizacié megjelenése. Sok tajékozatlan
felhaszndlo nem igazan volt tisztdban azzal, hogy mivel jar egy felhd hatterti applikécio. Kez-
detben nem tudtak az alapértelmezett szinkronizacids automatikat kikapcsolni, igy magén, cé-
ges és akar érzékeny adatok is kikeriiltek az adatgazda kontrollja alol. Hasonl6 az itt targyalt
tévedéstipus is, amikor a felhasznalo keveri a determinisztikus €s az indeterminisztikus MI-t,
azaz a mélytanulasos neurdlis és a pszeudo-tanulasos hagyomanyos szamitastechnika szolgal-
tatdsai mosddnak Ossze.

A szétvalasztast neheziti, hogy a feladatokat gyakran tényleg egylitt hajtja végre kétféle
rendszer: a neuronhalds ¢és a klasszikusan programozott megoldasok, adattd6 megoldéasok ¢és ha-
gyomanyosabb relacios lekérdezések, valamint felhdk és helyi applikaciok. Ezért sok felhasz-
nalénak ugy is tiinhet, hogy minden hasznos és bonyolult szolgéltatdsban elbujtattak egy neu-
ralis MI-t, akkor is, ha csak egy hagyomanyos programrol van sz6. A f6 gond az, hogy még az
el6z6 technologiat sem értik a legtobben és maris itt az 11j. A hatékony hasznalathoz azonban
ismerni kellene pl. az adatmezdkben ,,tanuldé” és a neuronhéldoban tanuld rendszerek kozotti
eltérést. A szamitastechnika torténetére egyébként jellemzd, hogy az elavult technologidk nem
megszlinnek, hanem mas teriileten hasznaljak fel 6ket. Itt épp tanui lehetiink ennek a folyamat-
nak. Az ipar sokkal jobban tiszteli a hagyomanyait, mint a tarsadalom, mar csak azért is, mivel
egy kiforrott d&ramkori tervet vagy kddot kdnnyebb wjrahasznositani, mint a fizikai vilagban
kezelni a szemetet.

Az olcsobb fejlesztés motivacioja mellett fontos az is, hogy ezek a rendszerek vegyesen iga-
zéan jok. A felhds példanal maradva: az offline funkcidok mindig elérhetdek, de online funkcidok

altal sokszorozodik meg a gép tudasa. Az adatfeldolgozasban a hagyomanyos programkodok
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¢s adatbazisok egyeldre sokkal pontosabbak és biztonsagosabbak, de az MI altal az adatfeldol-
gozas igazi informacidfeldolgozassa avanzsalhat (1d. V.3.3.). Alabb egy MI és egy hagyoma-
nyos rendszer 6sszemosodasat mutatom be alaposabban, webshop és a szakirodalom-keresd
rendszerek példain keresztiil. Ez szemlélteti, hogy miért képesek ezekben az MI-lehetdségek!®
a hagyomanyos adatbazis képességekkel egyesitve hatékonyabb keresd szolgaltatast nyujtani.
Az ilyen fejlédés azért elonyos, mivel organikus, hiszen felhasznalja a kordbbi, strukturalt (re-
lacios) adatbazis-tamogatassal feltoltott anyagokat.

Eldszor a kétféle miikddés kozotti kiilonbséget nézziik meg egy webshop termékajanlo funk-
ciojan keresztiil. Ehhez a funkcidhoz, az erre programozott 4gens az emberek digitalis életében
general6do adatokat veszi figyelembe a hagyomanyos webshop portal. Vagyis egy vasarlo ter-
mékkattintasaihoz tartoz6 termékcimkéket a rendszer egy adatbazisban tarolja. Ha kattint az
illetd egy kategoriara, akkor nala az adott cimkéhez tartozd pontérték megnovekszik, ha sokat
kattint egy cimkére (mert valogat), akkor jocskan megnd ez a sulyérték. Ajanlaskor ez alapjan
tud a rendszer a tobbi hasonld (egyez6 cimkéjii) termék koziil ajanlani neki. Mivel az adatok
percre készen jonnek létre, és statisztikai elemzés alapjan hasznalja fel dket a rendszer, ezért
ugy tlinhet, hogy a portal ,,megtanulta” kattintasi szokéasainkat. Holott valojaban csak egy adat-
bazis aktualis allapotanak lekérdezését végezte el. Az ilyen adatbazis ,,relacios”, tehat azt a
relacidt, vagyis azt a valds kapcsolatot tarolja a rendszer, ami egy adott felhasznalo és egy-egy
terméktipus kozott van. Egy ilyen portal esetében az adatbazisba belépve az lizemeltetd lekér-
dezheti ezeket a statisztikai értékeket, €s értelmezni tudja azokat: pl. hogy Gipsz Jakab urat a
glettanyagok érdeklik. Egy neuronhal6 feketedobozaban (I1d. I1.2.1.) ezzel szemben még a leg-
magasabb jogosultsagi adminisztratorok szdmara sem értelmezhetdek a kapcsolatok és adatok,
senki nem tudhatja, hogy Gipsz ur mire és mennyit kattintott.

Térjilink ré arra, hogy hogyan is néz ki idealis esetben a kétféle rendszer integralodasa. Ezt a

folyamatot egy szakirodalom-keresé példajan mutatom be.

e Kordbban egy irasmi feltdltésekor szdmos cimkét (metaadatot) kézileg megadtak
(szerzd, témakor, évszam stb.), melyek alapjan gyorsan és célirdnyosan lehetett infor-

maciot keresni.

168 pontosabban itt a természetes nyelvfeldolgozasrol (NLP) van sz6 (1d. 11.3.4.).
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e Ezutin ennek a munkanak egy részét erre programozott botokra'® biztdk, amik auto-
matikusan végezték a cimkézést. Am ehhez a szoveget megfeleléképpen eld kellett ké-
sziteni, ezért ez sok helyen nem valt be, emellett — még ha jol is miikddott, akkor is —
sokaig kellett (pl. a fejlédés miatt) tovabbi metainformaciokat megadni.

e K¢ésObb a botokat intelligens dgensek valtottak le (I.2.4.), melyek egyre jobban eltalaltak

a sziikséges cimkeéket.

A technoldgia mai allasa szerint az j tartalmak cimkéit egy erre betanitott MI-agens elvileg
mar a cikk formazésa alapjan is felismerhetné, és ez alapjan toltené ki a szerzo, a kiado neve
stb. mezdket, s6t j6 esetben akar meg tudna kiilonboztetni a kiadas évét a mii cimében szerepld
€vszamtol is. Lassan tehat elmaradhatna a humanerdvel végzett adatlapkitoltés. Ezzel szemben
az altalam tesztelt kutatdstdmogatd szolgaltatasok meglehetdsen hidnyosan végzik el ezt a fel-
adatot. Ha miikodik is ilyen technoldgia, a mar rogzitett publikacidkon a legtobb online portal
nem futtatja, igy sok cikk maig csak kézileg tehetd at pl. egy Zotero adatbazisba.

Megjegyzendd, hogy az ilyen MI-vel tamogatott rendszerekben miikodé hagyoményos adat-
bazisok helyett a mai kutatasok egyre inkabb egy neuralis adatbazis iranyaba (11.3.5.)[204] pro-
balnak meg fejleszteni. Bar még korantsem tokéletesek, fejlodésiikben még oridsi potencial lat-
hato. Ez is ramutat arra, hogy a hagyomanyos €s MI-alapt rendszerrészek aranya gyorsan val-
tozik. Az MI egyre tobb szerepet vesz at hasonl6an ahhoz, ahogyan a mai processzorokba in-
tegraltak szamtalan, korabban kiilonallo funkciot. Elvileg barmit részévé lehet tenni a gépi ta-
nuldsnak, am visszafog6 tényezdt jelent e téren — a biztonsagi problémakon tul, — hogy megéri-

e finanszirozni minden fejlesztést, nem olcsdbb-e sok téren a humanerdforras?

V.1.3. Okosdolgok: a terminoldgiai anomalidk piaca

Régebben mindent a ,,modern” jelzével probaltak eladni, ma pedig barmire raerdltetik az
nintelligens” vagy az ,,okos” (smart) kifejezést. Ezaltal kezd kiiiresedni az okos sz6 (is). Meg-
szokjuk, hogy a boltban szinte semmit sem jelent ( vajon majd az emberekre hogyan alkalmaz-
zuk?). Bar itt az MI-fogalmat Osszezavard harmadik tényezd a vizsgalat tdrgya, am mivel az
intelligencia kifejezésnél jobban dokumentalhat6 az ,,0kos” sz¢ ilyetén haszndlata, ezért ezen
keresztiil mutatom be a kérdést: rendszerezem az okos kifejezés alkalmazasat (annak technikai
részét), valamint javaslatot teszek pontosabb terminoldgidra. A 14. sz. abran bemutatott felosz-

tdsom a szintek tOmor leirasat tartalmazza, de alabb ezt pontositom ¢és példakkal egészitem ki.

169 Sajat megfogalmazasban: a bot egy virtualis térben miikodd roBOT, a halézaton ,,mozogva” végez automatizalt
feladatokat. Részletesebben: [203].
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A példakat termékoldalakrdl vettem, a reklam elkeriilése miatt ezeket nem konkretizdlom (barki
rakeresve tobbet is talal). Mar bemutattam az MIKT (I1.1.) kifejezést, fontossaga miatt pedig a
kovetkezo részbe kertilt a pszeudo-MI (V.1.4.).

Megkdozelitésem szerint a tanulési képesség tehet ,,okossa” egy gépet. Az abra az okos jelzd
jogos felhasznalasat sarga vonallal valasztja el annak a zavar6 alkalmazasaitol. A két alkalma-
zaskoron beliil is megkiilonboztet fokozatokat. Itt is sziikséges elvalasztani a neuralis és nem
neurdlis tanulast, mert most egyszerli eszk6zokben taldn még hasonloak a kétféle megoldas
kihivasai, de hosszu tavon a neuralis rendszerek problémai eltdvolodnak a hagyomanyosokétol.

Az idomok szélessége is informativ, kétféle dolgot szemléltet:

e aszines idomoknal az adott technologiakor MI-képességét jelképezi;
e asziirke idomok esetében pedig azt mutatja, hogy a jovoben mennyire valhatnak ,,szi-

ness¢”’, mennyiben lehet koziik az MI-hez.

MIKT
Mesterséges Intelligencia és Kapcsolddd Technoldgiak

Az eszk6z maga képes neuralis Ml szolgaltatasra (pl. NPU)
(ehhez nem sziikséges haldzati kapcsolat)

Az eszkoz kozvetlenil vesz igénybe

; 2l )
(telesmart) MI —t hdlézaton keresztiil

dolgok
3, alokos (pseudo-smart) dolgo Pszeudo-MI
| halékapesolt Az eszkoznek mar van halézati
4. (netconnected) : kapcsolata (kordbban nem volt)
dolgok : = _
= digi-dolgok Az eszkoz-ngk/v.an egy eddlg szokatlan
i (digi-things) digitalis tulajdonsdga
6. iigyes-dolgok Teljesen indokolhatatlan az ,,o0kos”

(neat-things) haszndlata

<€ >

A gépintelligencia mértéke az eszkdzben

14. abra: Az okosnak hivott eszk6zok felosztasa (sajat készités)

0. Vitan feliil 4ll az MIKT korabban bemutatott fogalomkdre, melyben fizikai és logikai ér-
telemben egyarant 6sszekapcsolodnak a neuralis és egyéb technologiak. (11.1.)

1. Okoseszkozok (smart things): Ezek sajat, tehat offline (halézatot nem igényld) neuralis
MiI-képességgel rendelkeznek. Nem csupan robotokra kell itt gondolni. Egyszeriibb tanuld

funkciokat egyre tobb eszkdzbe lehet integralni. Egy ideje a hardveres MI-tamogatas sem
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a szervertechnolégia szintje, jobb mobiltelefonok processzoraiba is integralnak egy neura-
lis magot, ugynevezett NPU-t, foleg a képfeldolgozas tamogatasdhoz, de az okosautok is
ide tartoznak (1d. I1.3.1.). Olcsobb eszkdzokon inkabb szoftveres képesség segiti az ilyen
funkciokat (pl. csak az arcfelismerést). Az ilyen okoseszk6zok ,,még okosabbd” valhatnak,
ha sajat tudasukat hal6zaton elérhetd MI-rendszerrel egészitik ki.

2. Tavokos dolgok (telesmart-things): Akkor okos, ha halézaton keresztiil csatlakozhat egy
nerualis MI-hez, tehat ez a tavoli szolgaltatas teszi csak okossa, — csatlakozva azonban
nevezhetd okosnak. Csatlakozas nélkiil azonban mindossze egy hagyomanyos szamités-
technikai eszkdz vagy haszndlhatatlan. Az eldbbibe sorolhatd egy atlagos mai asztali sza-
mitdgép, az utobbira jo példa az okoshangszoro.

3. AloKos dolgok (pseudo-Al things): Nem neuralis MI-k (V.1.1.) 4ltal vezérelt technologiak.
PL. ilyen egy okosfiités; figyelheti a felhasznalo szokésait és néhany héten at tarté manualis
allitgatasbol megtanulja, hogy mikor és hogyan allitsa be azt. (bévebben: V1.4.)

Valojaban itt illene is lezarni az okoseszk6zok korét, de nem ez a valosag. ..

4. Halokapesolt dolgok (netconnected things) eszk6zok: Bizonyos eszk6zok okos verzidja-
nak egyszertien csak van valami haldzati (vagy egyéb) kapcsolata, ezzel kiilonboztetik meg
a ,,.buta” verziotol. Példaul okosfésti vagy okosfogkefe mobiltelefonos applikaciokon ke-
resztiil csatlakoztathatd egy mobiltelefonhoz. Ez utobbinal példaul pontosabb lenne a
bluetooth-fogkefe kifejezés, — am belathatd, hogy nem tal jol hangzik a ,,kékfog fogkefe”
az angol nyelvteriileten... Ide sorolhatéak még az okoseszkdzok bizonyos kiegészitdi, me-
lyek altal az eszk6z jobb képességeket kap. Pl. az okostoll altal j6 mindségben lehet digi-
talisan rajzolni (de csak az azt kezelni tudd, dragébb eszkozre).

5. Digi-dolgok (digi-things) Ezeknél mar haldzati kapcsolat sincs, csupan valami digitalis
tulajdonsagot épitenek az eszkdzbe, ami szokatlan, példaul okosdvbe rejtett powerbank,
vagy okosserpenyd nyelébe épitett kijelzd, mely jelzi, hogy j6 homérsékleten folyik-e a
f6z¢s ¢és jelez, ha odaég.

6.  Ugyes-dolog (neat-thing): Ez a kimagyarazhatatlan kategoria, megtévesztd hasznalat,
visszaélés az ,,0kos” szoval. Az ilyen targyaknal még digitalis funkci6 sincs. Pl. gumivégii pal-
cakat is néhol okostollnak (Id. 4. szint) titulalnak, az ,,okosedénynek™ az az okossaga, hogy
mianyag fogantytja levehetd, az okosdoboz egymasba pakolhato, de 1étezik ,,intelligens” mo-
sopor is. Ez ramutat, hogy legalabb irdnyelvekben tiltani kellene az ilyen tulzo6 és sokszor meg-
tévesztd szohasznalatokat.

Roviden érdemes atgondolni, mi allhat a sz6 bemutatott kiliresedése mogott. Felvethetd ok-

ként az okos és intelligens kifejezések piedesztalra emelése racionalista tarsadalmunkban. Am
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ha ez lenne az ok, akkor mar a XX. szdzad kdzepén is népszerti lett volna, ezzel szemben ak-
koriban a ,,modern” volt a hasonl6 dzsoker kifejezés. A szakirodalom is tobbféle okot megjeldl.
Az egyik az MI-hasznalat fiillentése, amikor egyes cégek, foleg start-up-ok valotlanul allitjak
azt, hogy MI-t hasznalnak.[205] E mogott az a (részben talan valos) vélekedés all, mely szerint,
aki nem hasznal MI-t, az le van maradva, ezért taimogatasoktol és vevoi koroktol eshet el. Végiil
megemlitendd az un. ,,MI-effektus”. Ez nem egy hype-effektus, hanem eszerint amikor az MI
elér egy bizonyos szintli elterjedtséget, akkortol gyakran elkezdik mar nem intelligensnek te-
kinteni, mivel rajonnek, hogy nagyon elmarad az emberi teljesitménytdl.[ 189] Ezen forras szer-
z0jével nem értek egyet, mivel egyrészt erre az elmult 25 évben nem latok példat, masrészt ha
van is ilyen, akkor is csak az Gjabb MI-khez képest tlinnek a régiek kevésbé intelligensnek.
Ezeken tal véleményem szerint a jelenség {6 oka, hogy az MI sz6 nem csupan egy techno-
logiat fed mar le, ennél mara joval tobbet jelent. Az a rendkiviil erés diszrupcio, ami hozza
kapcsolddik, kihat az asszociaciokra is. Az okos jelz6 hasonlova valt a luxus jelz0hdz, melyek
altal egy dolog egy kivaltsagos vagy ,,VIP korbe” keriil, hasznalata kiilonlegességet sugall.
Ezért mindenki szeretné, ha terméke beletartozna abba a halmazba, vagy legaldbb annak hold-
udvardba, amit az MI képvisel. A fenti elemzés €s felosztas bemutatta, hogy ennek eredménye
hasonlatos ahhoz, amikor a XIX. szdzadtol egyre tobben az arisztokracidhoz akartak tartozni,
ami néha csak ugy sikertiilt, hogy valaki a nevének ,,y” végzddést vagy régies irdsmddot ada-
tott... Reméljiik, elmulik majd ez is. Osszegzésként lesziirhetd, hogy az okos szé degradacioja
jol demonstralja a fogalmi zavar marketinges oldalat, ez a gondolatmenet alkalmazhat6 sok mas

esetre is.

V.1.4. Pszeudo-géptanulés, pszeudo-MI, pszeudo-autonémia

Az ML felosztasairol szolva (11.2.4) javasoltam pszeudo-tanulas kifejezést, egyfajta nulladik
tanulasi szintnek, amelynél a hagyomanyosan programozott rendszer a felhasznald szdmara a
mélytanulas benyomadsat kelti. Ide tartoznak a probalgatd ciklusok is, melyek aktiv probalga-
tassal talaljak meg az optimalis megoldast, de azok is, melyek egy relacids adatbazisban taroljak
el ,,tanulasuk” eredményét, a kiilonb6z6 cimkékhez tartozo sulyokat (1d. V.1.2.). Ez a jelenség
azonban vindikal egy pszeudo-intelligencia, vagy esetiinkben inkdbb ,,pszeudo-MI” kifejezést
is, ahova az igy tanul6 rendszereket érdemes besorolni. Erre a kovetkezd meghatarozast javas-
lom:

A pszeudo-MI egy olyan rendszer, melyrdl a felhasznalok egy részének az a benyo-
masa, hogy hatterében neuralis gépi intelligencia mitkodik, pedig valojaban egy ha-

gvomanyosan programozott szamitogépes architektura.
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Az el6z6 fejezetekben szamos példan mutattam be, hogy milyen programok tartoznak ide.
Ugy 8-10 éve jobb lett volna ezt vagy a pszeudo-okossagot terminoldgiailag megkiilonboztetni,
ilyen fogalmak felvetése kissé megkésett, — 4m még ma sem tul késd, és nem haszontalan az
altalam javasolt megkiilonboztetéseket bevezetni.

A két rendszer kiilonbségét mar leirtam (V.1.2.), itt nézziik, mi az, ami a két rendszerben
kozos. Elsésorban a ,,valtozékonysag” tulajdonsagra gondolok, mely a valds idejii adattarolas
fontos jellemzdje, akdr adatbazisrol, akar adattorol van szo. Térjlink vissza a webshop példa-
jara: ott is pillanatonként valtozhat egy adat. Par ora alatt pedig radikalisan is megvaltozhat pl.
egy cimke sulyértéke, mondjuk a vasarlok kozott terjedd jol sikeriilt reklamvideo hatasara, la-
vina effektussal. Egy ilyen esemény pont ugyanugy érint egy hagyomanyos kodot és egy MI-t.
Attol fliggden lesz a rendszer érzékeny vagy immunis az ilyen valtozésra, hogy mennyire veszi
figyelembe a multbeli értékeket — nem pedig attdl, hogy neuronhalé vagy determinalt kod (vagy
hibrid megoldas) dolgozza fel benne az adatokat.

Ezéltal viszont egy ilyen hagyomanyos rendszer sem lesz teljesen kiszamithatd (IV.3.). Ez
pedig az autondémiat érinti, ezért be kellett vezetni a pszeudo-autonomia kifejezést is (I11.4.1.,
»Alfa szint”). Itt csak annyit jegyeznék meg, hogy ide kell sorolni a valtozasra érzé¢keny rend-
szereket akar neuralis, akar hagyomanyos alapuak. Végezetiil leszogezem, hogy ez az al-gépin-
telligencia nem pejorativ vagy negativ fogalom. Egyszerlien egy bevett 6gordg képzot alkal-

maztam a hagyomanyos szdmitogépek cstcsteljesitményére.

V.1.5. Az MlI-fogalmat homalyositd tényezdk kezelése

A fenti ,terminoldgiai degradacios modell” érthetdve tette, hogy mit is értettem az MI fo-
galmat homalyossa tevd harom tényez6 alatt. Ezt a harom dolgot nem egyforman kell kezelni,
amikor egy javitott MI-fogalmat szeretnénk elérni. Alabb arra teszek javaslatot, hogy hogyan

lenne érdemes figyelembe venni ezeket a tényezdket.

1. Nem lehet egy javaslat altal torolni a szakemberek altal mar régota, széles korben és a mai
napig hasznalt nem neuralis MI-fogalmakat (V.1.1.). Egyrészt, mert az ilyen megkozelité-
sek egy része mara ugyis beépiilt a neuronhalok fejlesztésébe, ezekben az esetekben hely-
telen is lenne. Masrészt az MI ilyen értelmezései szerves részét képezik a tudoméanyos
terminoldgidnak.

2. Elsoésorban oktatas altal kell kezelni a felhasznalok altal félreértett szohasznalatot, amikor

nem tudjak, mit is tud, de mire nem lehet képes az altaluk hasznalt szolgaltatas (V.1.2.).
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Olyan egyszerli népszeriisitd kampanyokkal, mint amelyek bevaltak mar a kiberveszé-
lyekre valo figyelmeztetések terén, jol lehetne az ilyenfajta félreértéseket is eloszlatni. Ezt
tdmogatna, ha szakmai szervezetek iranyelveire lehetne ennél hivatkozni.

3. Szabalyozand6 lenne a marketing kifejezésként hasznalt tilz6 sz6hasznalat és a technikai
tartalommal bird pozitiv szavakkal valo visszaélés. Az ,,okossag” kifejezés esetén bemu-
tatott marketingfogasok (V.1.3.) kezelése teljesen mas technologidkat is érinthet: ilyen le-
het pl. a kvantum szd, az érzelem sz6 és sok egyéb kifejezés megtévesztd hasznalata. Ez
nem csupan eldsegitené az egyértelmiibb kommunikaciot, de a vasarlok védelmére is hasz-

nos eszkoz lenne.

Mindhéarom eset kezeléséhez javaslom a szoéhasznélatban eldtaggal emliteni, hogy a hivat-
kozott rendszerek mit hasznalnak. ,,Indeterminisztikus MI” helyet inkébb pl. ,,neuralis MI”-
ként érdemes utalni az ezt hasznalo rendszerekre, tudatositva, hogy nem ugyanazok a fejlesztési
kihivasok (IV.1.) és szabalyozasi problémak vonatkoznak rajuk. Viszont a ,,pszeudo-" eldtagot
kellene hasznalni akar a tanulas, az MI, vagy az autonémia szavak el6tt, (V.1.4.), amikor ha-
gyomanyos rendszerre utal valaki (erre felmeriilhet a ,,determinisztikus” eldtag is, ha a kontex-
tus alapjan ez vilagit ra jobban a megkiilonboztetés okara). Hosszabb tavon ettdl talan letisztul

a félreérthetd hasznalatok ezen tipusa.

V.2. PARADIGMAVALTAS, DE CSAK A SZAVAKBAN: MULTIKOGNICIOS

RENDSZEREK IGAZI AGI HELYETT

Az V.1. alfejezetben bemutatott és osztalyozott terminologiai degraddacios modell magat az
MI kifejezést nem csak jelenlegi értelmében érinti, hanem annak jovéjében még valdszinlibb
moédon jelenik majd meg. Allitom ugyanis, hogy az AGI sokak 4ltal josolt megjelenése a sz6
tartalmanak erdzioja altal varhato. Kordbban bemutattam (I1.2.3.), hogy régota elfogadott szin-
tek alapjan, egy Mesterséges Altalanos Intelligencia (AGI) komplex emberi tudésa lenne a ko-
vetkezd nagy eldrelépés, egy valoban uj paradigma. Varakozédsaim szerint azonban a sz6t né-
hany éven beliil alkalmazni fogja valamelyik fejlesztd cég a sajat termékére. Azt is lathattuk,
hogy a jelenlegi technologiak barmilyen bonyolultak, mind csupan az tin. Mesterséges Véko-
nyintelligencia (ANI) halmazaba sorolhatok. A kifejezés torténete is igazolja allitdsom hatterét,
miszerint ,,egyre lejjebb keriil a 1éc” abban a tekintetben, hogy meddig is mehet el ez a techno-

Az AGI-t korabban hivtdk Erds MI-nek is (Strong AI), am ekkor a koncepcid lényege a

mesterséges tudat elérése lett volna.[206] Ennek ismeretelméleti problémai miatt kezdtek el
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attérni az ,,altalanos” jelzére, és ebben a megkozelitésben ,,csupan” egy minden intelligenciati-
pus szempontjabdl az emberi szintet elérd rendszert jelent az AGI. Tehat a szavak szintjén mar
moédosult a cél az elmult husz évben: emberi tudat helyett emberies tudas lett a cél. Am, ha mér
egyszer modosult, miért ne modosulhatna tobbszor? Ezért nem zarhato ki, hogy nem a gép fog
egy korabban elképzelt altalanos emberi tudast utanozni, hanem inkabb egy elért technologiat
fognak gy hivni, ahogyan korabbi dlmaikban a paradigmavalté technoldgiat nevezték.

Az ,emberség” gépesitése iranti szkepszis nem csupan bennem fogalmazodott meg, a kuta-
tok tobbsége mara valamilyen mértékben eltavolodott az olyan utdpiaktol, mint a ,,mesterséges
tudat”, vagy az ,,igazi, emberi megértés (vagy érzések) gépi leképzése”. Ez a ,,valamilyen mér-
tékben eltavolodas™ egyénenként eltérd, de mégis besorolhatdak két nagy tipusba az AGI meg-
kozelitései. Miel6tt ratérnék erre a két tipusra, hadd vezessek be két sajat kifejezést. Azt hasz-
nalom fel, hogy az omni- elétag ,,minden” jelentésii, a multi- ehhez képes inkabb a ,,tobbféle”
szoval fordithato. Ezekkel megfogalmazva: a megcélzott AGI minden emberi kognitiv képes-
séget utdnozni tudna, azaz omnikognitiv rendszer lenne. A jelenlegi tudasunkkal megvalosit-
haté gép azonban legfeljebb egy tobbféle kogniciot egyszerre utanzo, vagyis multikognitiv
rendszer lehet. Amint lattuk (I1.3.3.) az emberi intelligencia-tipusok szama sem lezart kérdés
még — tehat nem lehetiink képesek minden emberi kognicid- és intelligencia tipus utdnzasara
sem. Most visszatérhetiink a két féle AGI-megkdzelitésre, amihez a kovetkezd terminologiai
felosztast definidltam (szdmos leirds figyelembevételével):

1. technikai AGI, vagyis multikognicids rendszer. Az AGI olyan komplex okosrend-
szer, amely hasonloan sokrétii, mint ahogyan egy mai operaciés rendszer, foleg a
ratelepitett felhasznaloi programokkal egyiitt szemlélve azt. Vagy masképp megko-

zelitve, a technikai AGI egy barmilyen praktikus dologra megtanithatd,'’ nem pedig
adott célokra tervezett gép.

2. emberies AGI, azaz omnikognicids rendszer. Gyakran értenek az AGI alatt az ember
kognitiv képességeit birtokld MI-t is (v6. I11.2.3. /3. mozgalmai). Ez a felfogés kezdi
attenni székhelyét a popularis irdsokba, viszont mivel mérnokok, programozok és
hasonlé szakemberek is utalnak igy az AGl-ra (bar inkabb csak nyilatkozatokban),
ezért magas olvasottsagu cikkeket és konyveket lehet e témaban irni.

170 Az altaldnos Ml-rendszer célja olyan rendszer létrehozdasa, amely a legtébb olyan tevékenységet el tudja vé-
gezni, amelyre az emberek képesek. A sziik MI-rendszerek viszont olyan rendszerek, amelyek egy vagy néhany
konkrét feladat ellatasara képesek”.[10]
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Erre a felosztasra nem talaltam forrast még az AGI egyik 2010 6ta miikodd szaklapjat!”!
atnézve sem, amely pedig szamos szinvonalas irast kozol.!7?

Ahogyan erre az intelligencia vizsgalatakor (I.2.) rAmutattam, még a szakemberek szdmara
is kérdés, hogy pontosan mit kellene egy AGI rendszernek tudnia, igy valojaban a piac sem
tudhatja, hogy mit takar ez a betliszo, csupan azt érzi, hogy valami nagyon nagy 0jitas, és nagy
bevétel lehet mogotte. Ebbdl kovetkezik az a véleményem, mely szerint par éven beliil piacra
keriil majd egy olyan szolgaltatas, melyet azzal reklamoznak, hogy ,,ez az elsd altalanos mes-
terséges intelligencia”, ez azonban a fenti két megkozelités egyikébe sem fog beleilleni. Az elsd
AGI néven reklamozott termék tudasa messze nem lesz az emberi kognicié bonyolultsdgahoz
mérhetd, csupan egy modularisan Osszetett vékony MI-rendszeregylittest hivnak majd igy. Per-
sze az odaig vezetd innovacié komoly fejlédésnek tekinthetd, de valojaban csak a horizontélis
fejlodés értelmében. Hiszen, — bar igen sokrétli szolgaltatassal, de — alapvetden csak a jelenlegi
megkozelitések Osszeadasat valdsitana meg az ilyen 0 rendszer, vagyis egy komplex ANI, eset-
leg, ha majd tobbféle kogniciot utdnoz, akkor esetleg multikognicios rendszernek is nevezhetd,
de alapvetden csak egy Osszetett ANI marad.

A kritikusok hidba irnak majd esetleg arrdl, hogy helyesebb lenne az ilyet ,,sokcéla” vagy
,komplex MI”-nek hivni: az okostermékek marketinghullamahoz hasonldéan a tetemes fejlesz-
tési ¢és lizemeltetési koltségek megtériilését, ezhttal is valami ,,litds” szlogentdl varja majd a
finanszirozo6. Tehat arra szamitok, hogy még a fentebb technikai AGI tipusaba besorolt, ,,bar-
mire megtanithatd” multikognicios rendszer sem valosul meg az els6 AGI-ként reklamozott
termékekben. A ,,emberies-AGI” tipusu, humanoid omnikognicids rendszerrdl féleg nem be-
sz¢lhetiink, nemhogy az elsé AGI-nak hivott termékeknél, de még sokaig. Szamtalan kognitiv
feladatra képtelenek lesznek az elsd ilyen néven reklamozott rendszerek, féleg, ha csak a ma
ismert MI-funkciok egyvelegét szolgaltatjak. Hiszen fontos alapszabaly, hogy az intelligencia-
fajtak (1.3.2.) egyvelege, egymas mellé rakdsa sem azonos ugyanezen intelligenciafajtdk embe-
ren beliili 6sszességével! Ehhez jarul ezen intelligenciafajtdk bonyolult és ismeretlen kapcsolo-
désainak, egymasra hatdsainak gépi megvalositdsa, mely egyeldre kilatastalan.

A szavak degraddcioja egy minden ,,vagyott technologiara” alkalmazhaté modell. Erre volt
példa az ,,0kos” sz6 degradalodasa (Id. V.1.3.) is. Az ott leirtak tovabbi bizonyitékot adnak a
felvetett varakozasra, hiszen ugyanaz a mentalitas fog az AGI esetében a hattérben allni, melyet

ott részletezek.

17! https://sciendo.com/journal/JAGI
172 Még az MI fogalmat is igy kozelitik meg: [207].
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A KUTATAS ZARASA UTANI FEJLEMENY

A kutatas lezarasa utan nem sokkal részben igazolodott is az itt felvetett allitas — bar én ezt
egy-két év mulva vartam. A fenti ,,joslatot” sajnos nem tudtam megjelentetni az esemény elott,
de az alabbi fejlemény elott (2024. november 30-an) leadtam egy tanulmanykotet részére.[196]

Par hét mulva, 2024. év végén jelent meg egy hir, melyben az OpenAl mar allitja magarol,
hogy megvalositottdk az AGI-t.[208] Ez persze elvileg lehetetlen, hiszen sz6 sincs multi-kog-
niciordl, csupan egy nyelvi-képi szolgaltatasra huztak ra a kifejezést. Tehat az elézdekben ki-
fejtettek szerint valoban a marketing oltaran lett az AGI kifejezés feldldozva. Joval elébb, mint
az varhat6 volt, és egy joval egyszeriibb rendszerre alkalmazva. Tehat még azt a fenti meglata-
somat is igazolta a bejelentés, hogy még a technikai AGI sem fog az elnevezés mogott teljesiilni
a név hasznalatakor. Ezzel egyébként egy harmadik meglatidsomat is alatdmasztottak (IV.4.1.),
hogy nem szabadna gazdasagi sikra szlkiteni a fejlodés megkozelitését. Ehelyett javaslatom
szerint pontosabb lenne a horizontélis és vertikalis fejlodés modelljét alkalmazni. Ugyanis az
OpenAl ugy fogalmazta meg bejelentését, hogy abban az AGI meghatarozasa még a vartnal is
inkabb gazdasagi sikon maradt: ,,az AGI elérése akkor valosul meg, ha egy MI-rendszer képes
100 milliard dollar nyereséget termelni” [209].

Ez a bejelentés nem valtoztatta meg jelentdésen az AGI szohasznalatat, nem vették még at a
versenytarsak sem, s6t maga a Microsoft cég sem erdlteti ennek hasznalatat. Ezért az itt emlitett
eset ugy tlinik, egyeldre el6hirndke csupan a terminologiai degradacidos modell fentebb bemu-
tatott alkalmazéasanak. Ez a véleményemet csak megerdsiti arrdl, hogy az AGI hasznélata a mai

értelemben vett altalanossag elott terjedni fog a termékek leirdsaban (vagy elnevezésében).

V.3. AZ MI HATASARA AZ INFORMATIKA ES A HUMANTUDOMANYOK IS

KONVERGALNAK

Az MI konnyen félreérthetévé valik, ha gy kozelitek meg, hogy az intelligencidt vagy az
informatikat valami objektiv, szildrd dolognak tekintik.!”> Korabban bemutattam mar (I.), hogy
az intelligencia rugalmasan kozelitendd, csak részben objektivizalhat6 fogalom. Most az infor-
matikaval kapcsolatban vetek fel hasonlokat. Az alfejezetben feltarom, hogy bar ennek jelen-

tése ugyan nem tal sokrétii, mégis érdemes rugalmasan allni hozza.

173 Jol példézza ezt a kvetkezd par sor: ,,a mesterséges intelligencidt az is meghatdrozhatja, hogy mit csindlnak a
mesterséges intelligencia kutatoi. [Ez a jelentés] a mesterséges intelligenciat elsésorban az informatika olyan
dganak tekinti, amely az intelligencia tulajdonsagait az intelligencia szintetizaldasaval tanulmanyozza”.[21, pp. 14]

Az ilyen megfogalmazasok vezetnek az V.1.-ben targyalt problémakhoz.
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Alabb egyszerre teszek 1épéseket az MI fogalmi és védelmi vizsgélata (C1 és C2) felé, mivel
a kétféle szohasznalaton keresztiil azt is bemutatom, hogy az MI-nek kdszonhetden az informa-
cioval valo foglalkozas is gydkeresen atalakuloban van. Mar korabbi kutatdsaim soran az a be-
nyomads alakult ki bennem, hogy a szdmitastechnikaban szinte kezdettdl fogva az MI létreho-
zéasa volt a cél, ezért olvasta Neumann Janos is eldszeretettel a kortars agykutatok eredményeit.
Sokaig sok minden nem allt még készen (bar megvalosult helyette valami mas). A technikai
szint elégtelensége (11.) mellett sokdig hidnyzott a multidiszciplinaris és interdiszciplinaris meg-
kozelitéseknek az a kidolgozottsaga is, amelyek mara mintegy beburkoljak az MI-t, és ame-
lyekben a technolégia fejlédni tudott, ezért ezekrdl is fontos szot ejteni, bemutatni fejlodésiiket.
Itt el6bb megvizsgalnom, hogy az informatika kifejezés tartalma hogyan valtozhat meg az MI
miatt, ezen beliill az informacio, az informatika és egyéb, ezekhez kapcsolodé humantudomanyi

fogalmak kolcsonhatasat a MI-vel.

V.3.1. Az informécidhoz kapcsol6do tudoményok és valtozasuk

Nézziik meg elészor, hogy pontosan hogyan is nevezziik az informaci6 elméletének altala-
nos, minden szegmenst érintd tudomanyat? Jogos, s6t logikus lenne ra az informacioelmélet
szot hasznalni, amint azt egy magyar kutat6, Komenczi Bertalan, egy igen alapos €s széles
spektrumot attekintd egyetemi jegyzetében teszi.[210] Az informacidelmélet (information the-
ory) alatt azonban a nemzetk6zi és hazai szakirodalom sz6hasznalataban inkabb egy hirkozlési
fogalmat értenek. Ennek kiindulopontja és alapja egy matematikai modell [211], ami egy iizenet
informaciodtartalmara és informéacidveszteségének kiszamitasara hasznalhaté. Igy az ,.informa-
cidelmélet” az informacid objektiv megkdzelitése. Jelen vizsgalodas azonban olyan interdisz-
ciplinaris megkozelitést igényel, amelyben az MI 0jszeriisége is jol kezelhetd. Ezt az elvarast
az informaciotudomany'’* kifejezés tartama kozeliti meg legjobban. Talalkozhatunk az infor-
matologia kifejezéssel is, mely azonban hol az informécidelmélet szinoniméjaként, hol az in-
formacidtudomany értelmében jelenik meg. Bar eredetileg kifejezetten egy metatudomany ne-
veként kellett volna, hogy elterjedjen [212], és egy horvat folyoirat neveként is megjelent egy
ideig,!”> mégsem annyira bevett kifejezés. Ezért most az informaciétudomany vazolasara térek
ki.

A konyvtartudomanyi iranybol kozelitette az informécio problémait Harold Borko (amerikai

pszichologus és informécidotudoményi szakember), €s mint a pszicholdgia doktora kutatta az

174 Az informacidelmélet markénsan megkiilonboztetendd az informacidtudomany elméletétol.
17519692022 kozott adtak ki. https://hreak.srce.hr/en/informatologia (megtekintve. 2024.07.17.)
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automatikus nyelvfeldolgozas és az indexelés kérdéseit. Annak érdekében fogalmazta meg,
hogy mit is ért informacidotudomany alatt [213], hogy az Amerikai Dokumentacios Tarsasagot
atnevezhessék Informaciétudomanyi Tarsasdggd.'’® Vagyis, hogy a tdrténelmi kihivdsoknak
jobban megfeleld, altalanosabb mddon kdzelitsen a tudoményos kutatas az informacidhoz. Cik-
kében az informaciotudomany!”’ rugalmasan kapcsolja dssze a régota fejlédd dokumentacios

t!78 az akkor megjelend 0j, szamitogépes technoldgiskkal. Az informécié jelentd-

tudomanyaga
sége kortl szervez6dé humantudomanyi kutatasok ettdl kezdve sokaig sokkal jobban lattak a
technologia horderejét, mint a technikaval foglalkozok a humantudomanyok fontossagat. Egé-
szen napjainkig sok hardveres €és szoftveres szakember ugy kezeli az informaciétudomanyt,
mint a ,.konyvtar-biifé szakot”, am ezt a felfogast véleményem szerint az MI erdsddése szét
fogja morzsolni. Nem lesz elegendd ugyanis az adatok kezelésének technologidjanal leragadni,
mivel az MI-ben igazi értelmet nyer az elektronikus!” informéciofeldolgozas kifejezés, amely
alatt eddig az elektronikus adatfeldolgozast értettiink. Hiszen pl. egy chatbot nem csupan ka-
raktersorokat vagy szamokat valaszol. Bar az MI nem érti ezt az informacidt, de amit ad, az
szamunkra hasonloan értelmes, mintha egy masik emberrel kommunikéalnank.

Az informacidtudomany fejlodését felesleges itt 1€pésenként bemutatni (erre a labjegyzetek-
ben megadottakon tal is igen konnyt forrasokat talalni). Elegendd, ha magénak a tudomanynak
az onmeghatarozasabol emeliink ki egy-két allomast. Az eldbb emlitett Borko-féle meghataro-
zas (labjegyzetben) gyorsan kindtte magat, és a kilencvenes évek elején olyan interdiszciplina-
ris tudomanyként kezdtek tekinteni erre a teriiletre, melyet mérnokok, konyvtarosok, vegyé-
szek, nyelvészek, filozofusok, pszichologusok, matematikusok, szamitégéptudosok, lizletem-
berek képviseldi egyiitt alakitanak.'®® A tudoménynak mdig nem sziiletett szabvanyos, min-
denki altal elfogadott definicidja. Rengeteg kérdéskort feldlel, igy nagyon sok alteriiletre oszt-

hat6 mind a harom nagy teriilete [218], vagyis az elméleti, az empirikus és az alkalmazott in-

176 A kifejezés torténelmi helyzetbdl kdvetkezd sziikségességét elemzi: [214].

177 Az informdcidtudomany az a diszciplina, amely az informdcié tulajdonsagait és viselkedését vizsgadlja, az eré-
ket, amelyek az informdciok mozgasat uraljak, az informaciofeldolgozas eszkozeit az optimalis hozzaférhetoség és
hasznalhatosag érdekében. Azzal a tudasanyaggal foglalkozik, amely az informacio eredetéhez, gyiijtéséhez, szer-
vezéséhez, atalakitasahoz és hasznositasahoz kapcsolodik. ... Mint alaptudomany, alkalmazasara valo tekintet nél-
kiil vizsgalja a targyat, és mint alkalmazott tudomanyszolgaltatasokat és termékeket allit el6™ 1d.: [215, pp. 314]
178 Ennek alapjait Paul Otlet fektette le 1903-ban, aki mar 1892-es esszéjében tulajdonképpen egy vilag-informa-
179 Pontosabb lehet gépi informacidfeldolgozasrol beszélni.

180 217, pp. 6] (magyarul https://tmt.omikk.bme.hu/tmt/article/view/3196/4214)
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formaciotudomany. Katonai, illetve védelmi szempontbol kiemelendd, hogy az informécidtu-
domany részei az informécio védelmével, illetve biztonsadgos kezelésével kapcsolatos kutatasok
¢és modszertanok is. Napjainkra pedig az iménti tudomanyfelsorolashoz hozzavehetjiik a biolo-
giat, az orvostudomanyt, a jogot, a szocioldgiat... Bizonyos szempontbol tehat minden tudo-
manyaghoz kapcsolodik, hiszen mindnek van informacioés problémaja. Az eddigieket 6sszefog-
lalva az informaciétudomdanyt itt Ggy tekintem, mint amely igyekszik megragadni minden
szemlélet és tudomany sajatossagai altal implikalt sajatos informéaciomegkozelitést-, és megfo-
galmazni ennek egyedi aspektusait, hogy az informatika képes legyen majd virtualizalni azokat.

A masik teriilet, melyrdl szot kell ejteni, az a kognitiv tudomany gytijtéfogalma, melyet sok-
kal bonyolultabb jellemezni, mint mas tudoményt. Egy 1956-ban az MIT éltal, az interdiszcip-
linaritas jegyében szervezett konferenciara teszi a kiindulopontjat Noam Chomsky, '8! aki nyel-
vészeti €s filozofiai szempontbdl igen nagy hatassal volt a kognicios tanokra. Magat a kifejezést
azonban csak 1973-ban javasolta ebben az értelemben Christopher Longuet-Higgins (Id. még
V.3.2.). O egy Ml-vel kapcsolatos tudomanyos vita soran [220] azokra a tudomanyokra utalt e
néven, amelyek kozvetleniil kapcsolodnak az emberi gondolkodashoz és észleléshez. O még
csak a kovetkezd négy terliletet jelolte meg ezen tudomany f6 iranyaiként: 1. a matematikat
(beleértve a formalis logikat, a programelméletet és a programozasi nyelveket, az osztalyozas
¢s az Osszetett adatszerkezetek matematikai elméletét); 2. a nyelvészetet (beleértve a szemanti-
kat, szintaxist, fonologiat és fonetikat); 3. a pszicholdgiat (beleértve a latas, hallas és tapintas
16nb6z06 szerveinek részletes tanulmanyozasat).[221, pp. 30-37]

A részt vevo tudomanyok korét sokféleképpen meghatarozzak, megjelennek pl. az idegtu-
domany vagy az antropoldgia tudomanyteriiletei, illetve maga az MI is. De manapsag mar min-
dig kozottiik szerepel a filozofia, és ez nem véletlen. Hiszen barmely tudomény feldl inditva a
megismerés vizsgalatat, gyorsan litkdztek a kutatok filozofiai kérdésekbe. Ezek koziil a leg-
alapvetdbb, hogy a kognitiv tudomany sajatos targyaban a megismerés magéara a megismerésre
iranyul. Igy az is kérdésessé valhat, hogy lehetséges-e minden felmeriilé kérdésre olyan tudo-
maényosan objektiv valaszt adni, melyben magja sincs valamiféle hitnek.'®? Hiszen maganak a
megismerésnek (ezzel egyiitt a megismerdnek) a szubjektiv oldalat kellene teljesen megsziin-

tetni ahhoz, hogy teljesen objektivizaljuk, tudomanyositsuk a kutatds targyat (a megismerést).

181 A rendezvényen a tudat és tudatossdg lehetséges megkozelitéseit kisérleti pszichologusok, szamitogép-kutatok
és nyelvészek boncolgattak. Ld. [219].
182 A kognitiv tudoméany lehet8ségeibe vetett bizakodas hit jellegére mutat ra pl. [222].
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Roviden és sarkitva: igy a szubjektivitas objektivizalasa az elvaras. Vagyis az ismeretelmélet
régi dilemmai igazabol nem oldddtak fel ezen tudomany altal az elvart mértékben.

Ide kapcsolodik az a masik probléma, ami a kognitiv tudomany multidiszciplinaris jellegét
érinti, hogy hogyan képes realizalni résztudomanyainak egyesitését egy ilyen tudomanyhal-
maz? Egy gylijtéfogalomként vald egyesités nem tlinik redlisnak vagy mitkodoképesnek, mivel
ez a kozos halmaz rettentéen sok dolog atgondolt ismeretét igényelné. Egy multidiszciplinaris
tudomanyhalmazban csak sok oldalrdl magasan képzett, szintetikus gondolkodassal megaldott
emberek lennének képesek tevékenykedni, egyben latva at a sok résztudoméany minden relevans
eredményét. Tehat zsenialis reneszansztipusu gondolkoddk sorat varna el egy olyan korban,
ahol mar a résztudomanyok résztudomanya is tal tdg annak magas szintii miiveléséhez. Felme-
ril, hogy egy MI-rendszer véalhatna-e ilyen multituddssa. Ebben sokan hisznek, anélkiil, hogy
bizonyitékot lathatnank arrol, hogy a rengeteg tudomany altal 6sszehordott rengeteg tudast ké-
pes lenne egy ilyen gép valaha is helyes szintézissé formalni. El lehet gondolkodni, mennyire
hatértalan a korlatolt ember altal készitett gépi agy (akar a korlatolt gép altal készitett gépi agy).
Szamos tovabbi specidlis kérdés is felvetédik,'®* melyeket itt nem elemzek, csupan egy megol-
dasi javaslatot ismertetek a kognicié multidiszciplinaris kezelésének praktikus értelmezésére.

Pl¢h Csaba akadémikus, a kognitiv tudomany egyik hazai ttoérdje szerint az emlitett tudo-
manyhalmaz csak az egyik felfogés, egy masik megkozelitésben vizsgalhatdé a megismerés a
részt vevé tudomanyok metszethalmazaként is.'®* Ez a vizsgdlhat6 kognicios jelekre és az ezek-
b6l alkothaté modellekre dsszpontosit. Igy az érintett tudomanyok nem rész-, hanem segédtu-
domanyai a megismeréstannak, mely csupan hasznalhat6 modelleket kivan kialakitani. Az aka-
démikus szerint mara mindez tovabb alakul egyfajta interpretalt kognitiv tudomannya, mely
még realisztikusabb, ¢€s a teriiletek kozotti parbeszédre alapul, konkrét problémak dialogikus
megoldasara torekszik.'®> Ez fontos tanulsagot rejt vizsgalddasom szempontjabol is, mivel ra-
mutat, hogy ez a dialogikus megkozelités lehet a realitds, amikor az MI megismerést €rintd
problematikaihoz keresiink megfeleld perspektivat.

Osszefoglalva: ez a teriilet nem a megismerést magét akarja megérteni. A kognitiv tudomany
az emberi megismerés objektiven vizsgalhato részleteiben igyekszik az adott emberi leképezés
legjobb modelljét megalkotni, az adott konkrét kérdéshez kapcsolodo tudomanyok parbeszéde

altal. Az igy értelmezett kognitiv tudomany a leképezés modjait adhatja keziinkbe, vagyis a

183 J6 néhany ilyen érdekes kérdést feszeget pl. [219].
184 Remek abrakat is kozol a szerzd az ismertetett felfogasmodokhoz. [223, pp. 1125-1126].
185 Bz utobbi ratekintés a kognitiv tudomanyt interdiszciplinaris oldalrél ragadja meg. A multidiszciplinaris oldala

akkor tlinik eld, amikor egy kérdés megvalaszolasahoz a sok teriiletet egyszerre kivanjak figyelembe venni.
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vilag hatékony és biztonsagos virtualizacios modjainak megragadasaval visz kozelebb egyfaja
,mesterséges megismerés” hogyan-jdhoz. Az informacidtudomany ,,a megismerés éteri anya-
gat”, az informéciot ragadja meg, annak specifikus sajatossagaiban. Mindkettd teriilet fonto-

sabb szerepet fog jatszani a jovOben (az MI miatt), mint a multban.

V.3.2. Az informatika sz6 tagabb és szlikebb hasznalata

Ebben a részben feltarom, hogy egyfajta érdekes pulzalast mutat az informatika fogalom
értelmezése: hol egy sziikebb adatfeldolgozast, hol pedig az informacio kezelésének komplex
feladatat értik alatta. Roviden: az informatika kifejezés elsdé felbukkandsaikor még technikai
értelemben hasznaltak a szot, késobb a tudomanyos vilag egy része — elég koran — elkezdte
joval tagasabban is értelmezni. Aztdn mégis a ,,szamitastechnika” szinoniméjaként terjedt el az
informatika, &m a kozeljovoben az MI taldn rakényszerit minket, hogy ezt a kifejezést jra egy
tagabb értelemben hasznaljuk. Az informatikatorténet altaldban a szamitds €s a technika torté-
neteként keriil megfogalmazasra, tehat eleve csak a sziikebb jelentést vizsgalja, ezt a pulzélast
nem. Bar talaltam ez alol 1idit6 kivételt, ami a szokasos szamitastorténetre csak az informacid
Osi taroléasa, tovabbitasa és a régi adatfeldolgozas ismertetése utan tér ra, igy egy picit tdgabb
értelmezés szerint kozeliti, 4m ez elég régi mi, '% ezért hianypotold lehet, ha itt az informatika
sz6 értelmezésének torténetét tarom fel.

Karl Steinbuch német tudés, — akihez a sz6 elsé hasznalatat kapcsoljak — az ,,informatik”
kifejezést az informacid szo elejébdl és az automatika sz6 végébdl alkotta.'®” Errdl szold mii-
vének cime meg is adja az altala hasznalt definicidt, vagyis hogy az ,,Informatika: automatikus
informaciofeldolgozas™.[226] Itt megjegyzendd érdekesség, hogy Steinbuch behatdan foglal-
kozott a mesterséges intelligencidval is, és allitolag els6ként hozott 1étre miikodd tanulasi mat-
rixot. S6t mar 1966-ban megjosolta az analdg technologia digitalis technologia altali kiszorita-
sat, a telefon- és szamitogépes haldzatok 6sszeolvadasat, valamint a szorakoztatoelektronika és
az adatfeldolgozas egyesiilését, vagyis a multimédia korszakat.[227]

Sokak szerint a sz6 eurdpai elterjedésére nagyobb hatassal volt a francia Philippe Dreyfus.
O ugyanis 1962-ben a ,,Société d'informatique appliquée” (SIA, Alkalmazott Informatikai Val-
lalat) megalapitasaval hivatalossa tette a kifejezést. Rdadasul ezt az ,,informatique” kulcsszot

nem jegyeztette be, igy 1966-ban a Francia Akadémia szotardba bekeriilhetett egy, a jogoktol

136 B4r ez a kiadvéany sajnos tobb, mint 30 éves, de még igy is feleslegessé teszi, hogy kiilon fejezetben foglalkoz-
zak az informatika korai torténetével.[224]

187 A pontossag kedvéért: egy Helmut Grodttrup nevii kollégajaval kozosen alkottak a szot.[225]
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mentes ,,informatika” szécikk.[228] Egyébként etimoldgiaként 6 is az informacio és az auto-
matika Osszekapcsolasat adta meg, és minden olyan tevékenységet beleértett, amely az adatok
automatikus feldolgozasaval kapcsolatos,'®® az informatika sz6 ilyen hasznélata terjedt el Dél-
nyugat-Europaban. Az USA-ban ugyancsak egy cégnévben hasznalta el6szor a szot 1962-ben
Walter F. Bauer, elektronikus szamitdégépekkel is foglalkozé matematikus, akinek Informatics
General Corporation néven alapitott cége igen jelentds szoftvergyartova valt.[230]

A fogalom azonban gyorsan valtozéasba kezdett: a keleti blokkban inkabb informéacios szol-
galtatasként lett hasznalatos, angol teriileten viszont az informaciétudomannyal (V.3.1.) 6ssze-
fliggésben is elkezdték hasznalni.[229] Tobb forras szerint ez utobbira az elsd példa egy 1965-
s szimpézium'® a Kaliforniai Egyetemen, bar errdl sz616 jegyzkdnyvet nem tudtam fellelni.
Az OECD' is mar tagabb értelemben propagilta a kifejezést 1971-ben az ,,OECD Informati-
kai Tanulmanyok” cimi kiadvanysorozatdban, amelyben ugy szerepel az informatika, mint ,,az
informdciotartalom, a reprezentdcio, a technologia, valamint a felhasznalasukhoz kapcsolodo
modszerek és stratégidak tanulmanyozasa”.[232, pp. 7]

A kortars meghatarozasok koziil néhany: a Collins-szotar szerint a brit angolban egyszertien
az informaciotudomany szinonimdja, az amerikaiban az informaciofeldolgozas tanulmanyo-
zésa ¢és szamitastechnika értelemben hasznalatos.[233] A Cambridge-szotar szerint azonban az
informatika magéban foglalja az informacidtudomanyt, az informacidfeldolgozas gyakorlatat
és az informacios rendszerek tervezését is.'”! Erdekes modon a magyar online értelmezé szo-
tarban nincs ilyen szocikk (csak az informéciora van meghatarozas), viszont a magyar katonai
szohasznalatban is megjelenik ez a tagabb értelmezés.!”? Felesleges a szotdrténettel ennél rész-
letesebben foglalkozni, ennyibdl is érzékelhetd, hogy a tdgabb és sziikebb értelmezés is régota
fut egymas mellett.

Végiil megemlitem, hogy a nagy multa Edinburghi Informatikai Iskola jelenlegi sajat defi-

nicidja a tag értelmezést az MI szélesiti még tovabb. Ez a megkozelités nyilvan dsszefiiggésben

188 Philippe Dreyfushoz fliz6dik egyébként a programnyelv definialasa és az informativitas kifejezés is. Mieldtt
hazéjaban a Bull Calculus Center igazgatodja lett, a Harvard egyetem tanaraként dolgozott az elsé szamitogépen a
Mark-I-en is. Késobb szamos nemzetkozi tarsasag vezéregyeénisége vagy alapitodja.[229]

139 Van, aki tévesen az informatika elsd felbukkandsaként utal erre: [231].

190 Organisation for Economic Co-operation and Development, magyar nevén Gazdasagi Egyiittmiikodési és Fej-
lesztési Szervezet.

191 Bar nem ezzel definialja, els6 meghatarozasként ,,az informatika az informaciokat tarolo, feldolgozé és kom-
munikalo természetes és mesterséges rendszerek szerkezetét, viselkedését és kdlesonhatasait vizsgalja.”’[234]

192 Az informatika a tudomdny és a technika azon teriilete, amely az informdcidk keletkezésének, kezelésének és

felhasznaldsanak elméletével, gyakorlati megvalositasaval és eszkozrendszerével foglalkozik.”[235, pp. 333-340]
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van olyan korai, uttoro 1épésekkel, hogy 1966-ban itt hozott Iétre egy Gépi Intelligencia és Per-
cepcid Tanszéket Donald Michie [236], valamint, hogy itt alkotta meg 1973-ban a kognitiv
tudomany kifejezést Christopher Longuet-Higgins.[220] Az éltaluk manapsag hasznalt defini-
cioban ezért nem meglepd, hogy az informatikat egy olyan széles €s valtozatos tudomanyagként
definidljak, amely feldleli a szdmitastechnika mellett az MI-t, 6sszefonddva a kognitiv tudo-
mannyal.[237] Az informatika tudomanyanak ebben a megkozelitésben egy kétiranyu kihivasra
szlikséges valaszt adnia: (1) Feladata egyrészt annak meghatarozéasa, hogy a természetes rend-
szerekbdl szarmaz6 elvek milyen mértékben alkalmazhatok wjfajta mérndki rendszerek kifej-
lesztésére. (2) De a masik iranyban is feladata van, mégpedig annak meghatarozasa, hogy a
mesterséges eszkdzokben torténd informacidfeldolgozas elméletei mennyiben és milyen koriil-
mények kozott alkalmazhatok természetes rendszerekre.!”® A kifejezésnek ezt a tig megkoze-
litését kivanom ¢én is kdvetni, hozzatéve, hogy az informatikénak azt is vizsgalnia kell, hogy a
természetes rendszerekbdl milyen veszélyek irdnyulnak az informécids rendszerekre, ezek ho-
gyan keriilhetéek el (informatikai biztonsag), sot azt is, hogy milyen médon veszélyeztetik az
emberi normékat (pl. az MI elfogultsaga, vagy az autondmia problémak miatt, 1d. IV.2. éa IIL.),

¢s ezek hogyan keriilhetdek el.

V.3.3. Bdvitett informatika vagy 0j fogalom?

Az el6z0 rész gondolatmenetét folytatva itt megnézem, hogy milyen médon lehet termino-
logiailag lefedni az emlitett tagabb jelentést. Az egyik lehetdség az informatika sz6 hasznalata
az imént emlitett tagabb értelemben, a masik lehetdség, st talan gyakorlati sikon valoszinlibb
megoldas, egy 1j fogalom alkalmazasa a tdgabb értelmezéshez, ami pl. ,,leképezéstan”, ,,virtu-
alitika”, esetleg az ,,informatonémia” (az informacioban szabalyossagot keresé tudomany)
vagy hasonl6 1j (jobb) kifejezés lehetne. ElsOre talan meglepd, hogy az el6z0 rész végén az
informatika sz6 tdgabb hasznalatat partolom, hiszen az MI fogalmaval kapcsolatban épp egy
szlikebb, egzaktabb értelmezés mellett érveltem — ezért ezt kifejtem.

Annyiféle fogalom kering, amelyben az ,,inform” sz6gyok talalhatd, hogy még egy hasonlo
nem hozna tisztulast. Ezért is javasoltam mas szogyokokkel 1) fogalmakat, amelyet viszont

sokat kellene magyarazni, €s szinte lehetetlen lenne elterjeszteni. Az 0j kifejezés raadasul va-

193 A forrés szerint tovabba: az informatika tudoméanyénak lenne sziikséges foglalkoznia annak feltarasaval is, hogy
a mesterséges informacios rendszerek milyen sokféle modon segithetnek megoldani az emberiség el6tt all6 prob-

1émakat, és hogyan jarulhatnak hozza minden él61ény életmindségének javitdsdhoz.[237]
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l6jaban épp arra hivatott utalni, ami az informatika eredeti (kezdeti) jelentése, ami az automa-
tikus informaciofeldolgozas. Mert eddig a gép az embertdl kapott informaciobol leképezett ada-
tokat dolgozta fel. Az MI el6tt nem létezett gépi informéciofeldolgozas, csak automatikus adat-
feldolgozas. Az M1 azonban emberi képességekre tor, €s eljutottunk oda, hogy mar az informa-
cio (tehat nem csupan az adat) oda-vissza konverzidjat is a gép végzi. Az ilyen gép mar nem
csupan a szamara feldolgozhatova konvertalt adatokat képes kezelni. Vagyis nem csupan adat-
feldolgoz6 egység lesz, hanem most valosul meg a valodi gépi informaciofeldolgozas. Ezért,
vagyis ,,a sz0 szoros értelme” miatt valtozhat a ,,szamitas-technika” valodi ,,informatikava” —
erre erdltetett lenne mas szot talalni. Masképpen fogalmazva: csak az ilyen szélesre tagitott
informatikaértelmezés képes megfeleléen kapcsolddni az MI-terminushoz.

A fentebb felvetett lehetdségek koziil az egyik verzid megvaldsuldsa szinte bizonyos. De
barmelyik is teljesiil, az informatika (vagy a leképezéstan vagy mas kifejezés) résztudomanyava
valik az informacidtechnologia (IT). Az informatika tovabbra is erésen technikai marad ebben
a tagabb értelmezésben is, a kiilonbség a jelenlegihez képest, hogy a szamitastechnika jelentés
kibdviil a kapcsolodo tudoméanyok metszetével. Tehat a PIeh Csaba altal felvetett, metszetként
értelmezett kognitiv tudomanyhoz hasonldéan az informatikaba is szervesen belekapcsolddik
sok tudomanyag. Az MI kapcsan sokkal inkabb interdiszciplinaris jelleget 6lt az informatika,
mely elsésorban informéciotechnoldgia, az informacidtudomany és a kognitiv tudomany met-
szetévé alakul (ezek a fogalmak részhalmazaik altal kapcsolddnak hozzd). Annak érdekében,
hogy ettdl a thlzottan halmazk6zpont szemlélettdl elszakadjunk, a kutatds eddigi gondolatai
alapjan fogalmaztam meg egy rovid meghatarozast, mely az informatika tagabb jelentését saja-
tos értelmezésben ragadja meg. Hasonlo, a leképezés hasznalatara utald megkozelitést lenne
érdemes beépiteni egy 11j MI-definicidba is.

Az informatika a valosag elektronikus leképezéséhez keresi az egyre hatékonyabb

biztonsagos megoldasokat.’*?

V.3.4. Minden tudomany konvergencidja és ennek kdvetkezményei

Bemutattam, hogy a jovo tagabb perspektivat var el az informatikatol az MI miatt, ezért az

interdiszciplinaris tudomannya valhat. Itt a tobbi tudomany irdnyabol kozelitek, hogy ramutat-

194 Megjegyzés: A hatékonysdig hasznalata a fejlesztés motivaciodinak oriasi és sokrétli halmazat igyekszik egy
szOba tomoriteni. A biztonsag sz6 kétiranyu: a valosagos rendszerek és a virtualis rendszerek kozott oda-vissza

érvényes.
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hassak ezek kozeledésére: a jelenség ugyanis jol hasonlithato digitdlis konvergencia effektusa-

hoz'’

>, annak tovabbi folytatdsaként, kiterjesztéseként is leirhato. A digitalis konvergencia alatt
azt szokas érteni, hogy a kommunikécios eszkozpaletta egybeolvad a szamitogépes fejleszté-
sekkel. Tehat ahogyan a XXI. szazad elején az informatika és a telekommunikacio (telefon,
TV, radio) infokommunikaciova olvadt egybe pl. az okostelefonokban, ugy a XXI. szazad ko-
zepének egyik jellegzetességévé valik valdsziniileg a tudomanyok hasonld 6sszeolvadasa, !
elsdsorban az MI a technoldgiaval 6sszefiiggésben.

Végil ratérek arra, hogy milyen gyakorlati kovetkezményei lehetnek ennek az 0j informati-
kaértelmezésnek. Ha minden tudoméany az MI-be konvergal (abban ér 6ssze), az 1étrehoz egy
olyan igényt, hogy egy MI-fejlesztd vagy tanitastervezd szakembernek minél tobb kapcsolddod
tudomanyteriileten meglegyenek az alapvetd ismeretei. Hiszen iitéképesebb az olyan fejleszto-
csapat, ahol minden fejlesztd tisztaban van a sziikséges human, céltudomanyi €s real kompe-
tencidkkal egyarant, csak valamelyikben jobban elmélyiil szakiranya szerint.

Ennek azonban pszichologiai oldalrol kicsi a realitdsa. Az informécios tudoméanyok kapcsan
emlitettem, hogy a real szakemberek régen is sokkal kevésbé voltak nyitottak és elismerdek a
tobbi tudomany irant, mint a human szakemberek a technika irdnyaban. Mara ez tovabb erdso-
dott, és a koznyelv ,,kockanak™ kezdte el hivni azokat, akik szamara a szamitogép adta objektiv
kozeg helyettesiti az igazi szocialis kapcsolatokat. Az ilyen ember az elvont, human jellegti
(pszicholdgiai, filozofiai, etikai, nyelvi, tdrsadalmi stb.) problémak irant kevésbé fogékony. Ta-
lan azért, mert a ,,human vildgban” nem érzi otthonosan magat, a felhozott teriileteken nem
szerez gyakorlati ismeretet, legfeljebb a virtualis térben €lve, az ottani tapasztalatai alapjan al-
kot ilyen kérdésekben esetleg véleményt. Hidba tanitanak neki az egyetemen ilyesmit: csak a
vizsgara késziil fel beldle, de mélyebben sokszor nem érdekli.

Mivel azonban az informatika tagabb értelemben vett ismeretére lesz sziikség a fejlesztések-
nél, ezért az varhato, hogy az egyéb teriileteken jol képzett szakemberek vértezik fel magukat
szaktudassal. Ez a folyamat kibontakozoban van és erésddése varhato. Az ilyen irdny mozgés
a 90-es évek szamitastechnikai forradalmakor nehezebben valosult meg, annyira idegen volt a
szamitogép vilaga a legtobb felndtt ember szamara. Most azonban az Gtven éves generacio is
mar a szamitogépes vilagba nétt bele, a fiatalabb nemzedékek még inkabb erre szocializalodtak,

igy a 30 évvel ezeldttihez képest nagyobb szamban érdeklddnek az MI €s az adatelemzés szak-

mai kihivésai irdnt. (Persze a korosztaly nagyobb része nehezen nyit 1d. IV.5.).

195 A jelenséget mar 1998-t61 elkezdték tudomanyosan azonositani, de jelentése maig tagul.[238]
196 Kritikusan beszél a tudoméanyok 6sszeolvadasaval kapcsolatban a neves akadémikus, Pléh Csaba.[223]
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Egy cél-MI szamara csak néhany informatikus szakemberre lesz sziikség, akiknek a team ad
feladatot. P1. egy orvosi MI létrehozasédhoz sokkal tobb egészségiigyhoz értd kolléga sziikséges,
mint informatikus — ilyenkor az egészségiigyi szakemberek képzik vagy képeztetik ki magukat
MI-bdl, nem a programozok egészségligybol. Persze mindig voltak és lesznek olyan, a ,,real
oldalrol” j6tt szakemberek, akik képesek elmélyedni mas tudoményokban is, erre szamos példat
hoztam az eddigi torténeti részekben is. De az ilyen egyéniségek aranya igen kicsi az IT szak-
man beliil. Mindebbdl az kovetkezik, hogy elvileg érdemes ugyan az informatikus szakokon az
MI-vel 0sszefiiggésben a ,,kapcsolodd tudomanyokat™ is oktatni, de még inkdbb sziikséges a
mas tudomanyokra felkészitd képzésekbe beépiteni azt a kompetenciat, mely altal képesek le-
hetnek az MI-projektekben valo részvételre, valamint a mar praktizalé szakemberek szamara
ilyen jellegli tovabbképzésekben gondolkodni — ez védelmi stratégiai szempontbdl hasznos
megallapitas (Dicséretes, hogy az EU-ban, igy hazankban is mar 1éteznek ilyen ingyenes kép-

zések az Al EDIH program a European Digital Innovation Hubs héldzat jovoltabol).

V.4. JAVASLAT AZ MI MEGHATAROZASARA

Az 1) MI meghatarozasi javaslatok el6tt tekintsiik at az eddigi kutatasokat.

V.4.1. Besorolasi matrix a tul sokféle MI-felosztashoz

Egy Osszetett fogalom megértéséhez mindig nagy segitséget adnak annak kiilonféle iranybol
nagyon fontos eseteik valnak annak részévé. Az M1 egy igen Osszetett fogalom, ezért igy érde-
mes kezelni. A definialas el6tt, azzal dsszefliggésben at kell tekinteniink a legfontosabb felosz-
tasait lexikonszertien. Ennek kapcsan atgondolhat6, van-e olyan fontossagt, melyet a megha-
tarozasban is érdemes lesz megjeleniteni. Azért is keriilt ide ez az 0sszegzés, mivel hasonld,
tematikus 0sszegzésre nem taldltam mindségi forrast, pedig a szakirodalomban szamtalan fel-
osztas talalhato.!”” Célszeriibb volt hat a szakirodalom és eddigi kutatisaim alapjan sajat atte-
kintést adni a témarol.

A felosztasok még tovabbi okok miatt is praktikusak. Egyrészt az oktatds soran, de azzal,
hogy éltaluk egy konkrét MI-rendszert az eddigieknél sokkal tobbféle szempont szerint katego-
riakba lehet sorolni, javitjak a technologia szabalyozhatosaganak pontossagat is. Ehhez termé-
szetesen majd bele kell dolgozni az érintett felosztasokat a kiilonféle biztonsagi, jogi vagy gaz-

dasagi szabalyozokba is. A besorolés segitéséhez egy latvanyosabb vizualis dsszesitést is majd

197 Sokszor kozérthetének szant cikkek egymastol (talan fleg ettdl [239]) vesznek 4t felosztasokat.
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javaslok. Helytakarékossag miatt a révid szavakbol 4ll6 listak tagjait nem egymas ala, hanem

egymas mellé irom (ezek méshol vertikalis felsorolasokkd tehetdk).

(1.) A tanulas / autonomia / kognicio szerinti felosztdasok

Az alabbi felosztasokat korabban mar ismertettem, itt csak rendszerezettebben tekintheto at.
I. Neuralis hal6 hasznalata alapjan: neuralis MI és nem neutalis MI. Ezt fontos lenne figye-
lembe venni az MI-definicioban is.
II. A gépi tanulas architektardja szerinti (hany neuronréteget hasznal a be- és kimenet kdzott):
1. pszeudo-tanulés (tanulds benyomasat keltd hagyoményos kod, nem neuronhal6);
2. gépi tanulas (ML);
3. mélytanulas (DL).
I1I. Tanulasi mdd szerint (fobb) szintek: (1) Perceptron; (2) ANN; (3) CNN; (4) LSTN;
(5) GRU; (6) RNN; (7) CRNN; (8) GAN; (9) GPT stb.
Megjegyzendd, hogy ez a lista folyamatosan bdvitendd, hiszen folyamatosan allnak rend-
szerbe ijabb és ujabb megoldasok.
IV. A gépi tanulas tanitas szerinti felosztasa:
(a) teljesen feliigyelt; (b) félig feliigyelt; (c) feliigyelet nélkiili tanulas.
Az a) és b) esetben felmeriil az iranyitds modja szerinti felosztés:
(1) megerdsités nélkiili; (i1) megerdsitéses tanulds alapjan.
V. Hagyomanyos gépi autondémia szintek az emberi dontés mértéke szerint:
1. programozott automatika;
2. az optimalis eset megtalalasa sematikus esethalmazra;
3. gépi kreativitas és empatia alapjan igen nagy esethalmaz kezelése;
4. teljes gépi autondmia, a betanitod erkodlcsi rendszerének tokéletes alkalmazasa;
5. emberi vagy ember feletti felelds szabadsag.
V1. Sajat meghatarozasu gépi autonémia szintek:
Nulladik szint az egyszerti, programozott automatika.
Alfa szint: a pszeudo-autondmia szintje bizonyos adatbazis hatteri programoknal.
Béta szinten jelenik meg a gépi tanulas.
A gamma szinten jelenik meg a gépi kreativitas és empatia.
Delta szint: magéara hagyhato komplex autondmia.

Epszilon szint: emberrel szinte egyenld gépi szabadsag, illetve autondémia.

N kR

Zéta szint: autonomia 2.0.
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VIL A kogniciotipusok szerinti felosztas:

e Megjegyzés: Az intelligencia kiilonboz6 tipusait szimulalo rendszerekhez hozzavehet-
jiik az emberiesség (human jelleg) minden olyan szegmensét, amelyet valami mdédon
gépileg masolni, szimulalni tudunk. Am a fejlettség mai fokan célszeri bizonyos, jelen-

leg kevésbé frekventalt szegmensek egybevonasa.

1. Gondolkodas: Ezen beliil szdmos szintet érdemes megkiilonboztetni, hiszen ide tarto-
zik minden — a sakkgéptdl a virtudlis kémialaborig (amely sok ezer anyagot szimulalva
adja meg a sziikséges vegyi képletet).

2. Erzés: feloszthato input és output szerint, a résztvevd affektus-alaptipusok (alapérzel-
mek) ardnya szerinti skalan.

3. Erzékelés. Az emberi kognicidban részt vevé intelligenciateriiletek, melyeket az MI
értékel ki. A természetes érzékszervek altal nem foghato jeleken til minden érzéktipus-
nal a gépi szenzorok tartomanya sokkal szélesebb az emberinél. Az ilyen adatta alakitott
érzékelésekben 4ltaldban mintakeresés terén hasznalhat6 az MI.

a) Latas: képértés, arc- és ujjlenyomatfelismerés, képalkotas.

b) Hallas: hang-szoveg konverter, hangaanalizis, zeneelemzés stb.

c) Testtudat. Vegyi analizis (szaglas és izlelés). Tapintas.

d) Csak gépileg foghato (pl. radioaktiv, elektromagneses stb.) jelek feldolgozésa.

e) Szovegben 1évO hangulatok, metakommunikacio vizualis érzékelése.

f) Agyhullamok érzékelése.

4. Képességek. A bemutatott képességjellegii intelligenciateriiletek alapjan:

a) beszéd: beszédkonverzio, szovegértés, valaszszdveg, beszédszintetizator;

b) mozgas: jarmii/robot autondm mozgatasa terepen, okosvaros-szabalyzas, orvosi vi-
deolelet-elemzés;

c) Egyéb: a sokféle ,alternativ”’ intelligenciateriilet szimulaciojara fokuszalo fejlesz-
tés.

VIII. A tudésszintek szerinti mai felosztas

(1) ANI (week); (2) AGI (strong) - Sajat felosztasom ezen beliil (i) technikai AGI; (i1) em-

beries (human jellegii) AGI; (3) ASL

(2.) Egyéb MI felosztasi lehetoségek
Még néhany fontos vagy érdekes felosztas a teljesség igénye nélkiil:

IX. Kozponti miikodés szerint:
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1. centralizalt rendszer (online) — egyetlen kézponti gépen vagy felhdben fut, alrendszere-
itol csak atvesz adatokat;

2. decentralizalt rendszer (offline)— csak egyedekbdl all, melyek 6nalld entitdsokként is
mukodnek, de egyiittmiikodve, kozosségként képesek hatékonyabb vagy optimalisabb
feladatvégrehajtasra (pl. rajintelligencia);

3. centralizalt entitdshalmaz (fél-online) — az el6z6 két format gy egyesiti, hogy az egyedi
entitdsok tudésa centralizaltan is feldolgozasra keriil, és ennek eredménye visszatdltddik
az egyedek tudasaba (pl. Tesla okosautdtanitasi modell).

X. Az emlékezés Osszetettsége szerint:

e [tt nem a memoria nagysaga a kérdéses, mint a hagyomanyos memoria esetén, hanem a

memoria MI-sajatossaga, azaz annak dsszetettsége.

1. Reaktiv rendszerek: nincs tanulomemoridjuk, elére be vannak tanitva (pl. a DeepBlue

sakk-MI);

tanulast hasznalnak. Ez persze foglalhat el nagy tarhelyet, de hasznélata szimpla (pl.
okostermosztat);

3. Emlékez6'?® célrendszerek: a mélytanulds révén emlékezetiik komplexebb és ponto-
sabb, de egycélu rendszerek (pl. képfelismerd rendszerek). Ezen beliil szétvalaszthatdéak
a révidebb (CNN, RNN) ¢és a hosszt tavia (GRU, LSTM) memoriarendszerek;

4. Komplex gépi emlékezet: multimodularis MI, melyben tobbféle neuronhdlo (akar ve-
gyesen egyszer(l és mély) architektiura 6sszekapcsolasa altal az emlékezet kezd az em-
beri emlékezet sokféleségéhez hasonldan sokrétiivé valni. Ezen beliil tovabbi feloszta-
sokat a felhasznélas eredményezhet (pl. egy beszédértd hangulatfelismerd rendszer).

XI. Felhasznalasi mod szerint:

e Talan a legnépesebb felosztast ezek a felosztasok jelentenék (pl. egészségligyi, ipari,
miivészeti, kdzigazgatasi, hadi, rendészeti stb.), ezért ezt nem részletezem. '’
XII. Atlathatosag szerinti felosztas: ennek mérése még kihivas, de emlitendd tényezd.

XIII.  Kockazat szerinti felosztas (pl. az EU hivatalos besorolasi modszere [240, pp. 5.2.2.]).

198 T5bb irdsban a 3. szintet az Elme-elméleten alapulé rendszer (Theory of Mind AlI), a 4.-et az Ontudatos rend-
szerek (Self-aware Al) kapjak — ezeket azonban nem memoridjuk jellemzi, ezért elvetettem.

199 Egy t6bb ezer elemes, sok szintii listdban lehetne dsszegezni azokat a gyljtSteriileteket, alteriileteiket és azok
részteriileteit, amire kiilonb6z6 célrendszerek alkalmasak, hiszen mas technologiakkal kardltve az MI mai képes-

ségei valoban az életiink minden teriiletén hasznalhato.
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e Azalébbi lista egy szabalyzasorientalt megkozelités, a szintek nevei arulkodnak a veliik
kapcsolatos szabalyok szigorusagarol. Gyakorlati problémat a konkrét rendszerek beso-

roldsdnak metodologidja, illetve ennek naprakészen tartdsa jelent.

1. Elfogadhatatlan kockazati rendszerek;
Magas kockazati MI-rendszerek;

Korlatozott kockéazati kategoria;

Sl

Minimalis vagy semmi kockézatot nem jelenté MI.
XIV. Biologiai architektiraval val6 kapcsolat szerint:
1. csak szoftveres (hagyomanyos architektaran);

2. célhardverrel is tamogatott szoftver vagy hardveres cél-MI;

3. éllati vagy emberi agyba implantalt, kozvetleniil kiterjesztve adott agyi képességeket.

Technikai nehézség a besorolasok objektivvé tétele, ehhez azonban alkalmazhatdak a mas-
hol mar bevalt ipari modszerek. SOt, ezen a téren véleményem szerint realis nemzetkozi szab-
vanymegallapodasokban konszenzusra jutni, nem ugy, mint etikai vagy korlatozasi kérdések-
ben. Természetesen egy ekkora teriilet esetében szamtalan tovabbi felosztasi lehetdség meriilhet
fel: tesztelhetdség szerint, elterjedtség szerint, energiafogyasztas -szerint stb., a szakirodalom-
ban fel is meriil j6 néhany egy¢éb felosztas. Sokszor 0sszekeverednek, egybemosodnak a kiilon-
féle felosztasi szempontok.>’ A besorolasi matrix sziikségességének belatasahoz azonban tigy

vélem, elegendd ennyi féle felosztas bemutatasa is.

(3.) A besorolds matrix felvetése

A besorolés gy torténhet, hogy szamkddokat rendeliink a kiilonféle besorolasokhoz. Ez a
szamkod megkiilonbdzteti a szempontokon beliil az altipusokat, de az adott szolgéltatds mind-
ségére utalo érték is lehet. Persze nem kell, s6t nem is lehet minden ismertetett besorolas szerint
egyszerre értékelni egy rendszert. Bizonyos adatok tigyis fliiggenek egymastol, tehat nem infor-
mativ minden megadasa. Nézziik meg egy példan, hogy a vizsgalt robot besorolasat lekérdezve
milyen adatokat kapnank. Gépiink szovegértése 7-es szintl, feliigyelt modon tanitott (=4), tisz-
tan szoftveres alapu (=10), centralizalt (=2), mininalisan atlathat6 (=1). Képfelismerése ekoz-
ben 8-as mindségli csavarokon, 7-es alatéteken (stb., akar alkatrész-kategoriankként kiilon),

feliigyelet nélkiil tanitott (=3), hardvertdmogatott (=7, ez az NPU-kodja), rajintelligencia alapu

200 p1. a fenti elméleti felosztas és némely felhaszndldsi mod keveredik az elsére latvanyos dbraban ebben a tanul-

manyban: [241, pp. 4].
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(=3, fokozata 5), minimalisan atlathat6 (=1). Ugyanigy kezelnénk a szoveggeneralasat, a moz-
gasat és a tobbi képességét.

Csakhogy ha ezeket egyetlen szamértékben akarjuk kifejezni (ahogyan az EU besorolasa),
akkor az az eredményszam nagyon csaloka képet fog mutatni a robotunkrél, barmilyen mate-
matikai triikkel stlyozva szamitjuk is ki. Ha pedig csaloka, akkor igazabdl csak aleredmény,
hasznalhatatlan. Ezért eleve meg kell probalni ugy megjeleniteni az eredményt, hogy az egybdl
felfedje a részértékeket is.

Erre kézenfekvd valamiféle vizualizacid, azonban a régebbi ,,exceles” diagrammtipusok ke-
vésnek bizonyulnak ennyi paraméter figyelembevételéhez. Megprobaltam példaul egy radardi-
agrammon csak a legfontosabb besorolasokat felvenni (nem az el6bbi robotos példa, hanem
egy¢b kitalalt adatok alapjan). A 15. szdmu abran a kognicids besorolas értékelését kiséreltem
meg, de nem a szovegbeli példa alapjan, hanem a latvanyosabb eredmény kedvéért, annal tobb
paraméterrel. A kapott abra az egyetlen értéknél kifejezobb, de korantsem eléggé informativ.

A mért és figyelembe vett adatok Osszességét egyszerre lenne jo latni és dsszehasonlitani.

Gondolkodas

Erzés - output

Erzés - input

Erzékelés: latas
képértés

okosvaros-szabalyzas Erzékelés: |atas arc- és ujjlenyomatfelismerés

képalkotas

képértés Erzékelés: hallas
hang-sz6veg-konverter
hanganalizis
zeneelemzés

Erzékelés: szaglas

Erzékelés: izlelés

Erzékelés: tapintds

Erzékelés: hallas Képességek: beszéd
beszédértés
szovegértés
vélaszszoveg
beszéd-szintetizator

Képességek: mozgas

Kepesseégek: beszéd ) zeneelemzés jérmd/robot autoném

Erzékelés: tapinta’sl Erzékelés: szaglds
Erzékelés: izlelés

Gondolkodas
egyéb intelligenciaterilet Erzés - output
orvosi videolelet elemzés Erzés - input

jarm(/robot autoném
mozgatasa terepen
arc- és

Képességek: mozgds & : ;
P g g ujjlenyomatfelismerés

beszéd-szintetizator képalkotas
vélaszszoveg

szovegértés hang-szoveg-konverter

beszédértés hanganalizis

W U N U WO WHs UL ONOOWNNOOOUN

mozgatasa terepen

okosvaros-szabalyzas

orvosi videolelet elemzés
egyéb intelligenciaterilet

N B N O

15. dbra: Besoroldsszintek- exceles dbrdzoldsa (sajdt készités)

Ehhez az adatelemzésben mar bevalt adatvizualizaciés modszereket érdemes inkabb hasznalni.

Erre nem készitettem abrat, de demonstralasahoz a 16. abran lathato kétféle modszer is, me-
lyeket adatelemz0 oldalakrdl vettem. Mindkettd egy szinezett, hdromdimenzios (forgathatd)
tiiske diagram, az elsé gdmbszerii, a masodik hengerszerli elrendezésben. Ezeken a kiilonb6z6
besorolasok alapjan kapott szamértékek egy-egy tiiskeként allnak kiilonféle iranyokba, a kate-

"or

goridkat pedig szinezések kapcsoljak Gssze (ez inkdbb a hengerszeriin lathatd). Az els6 abra
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nem igazan jo, idedlisabb lenne, ha az besorolasi értékekbdl ,,egy szines 3D-s tliskegdmb”
(gbmbszertiség) jonne létre, mely forgatva megmutatnd az adott rendszer paraméterhalmazat.
Mivel ehhez szemléltetést nem taldltam, egy kétdimenzios valtozaton®®! mutatom be. A henge-
res valtozathoz talalt kép jobban demonstralja a mddszer hasznalhatoésagat, de mindkét fajta
vizualizacio sok szempontot képes egyszerre dbrazolni. Azonban mindehhez hozz4 kell tenni,
hogy egy rendszer akkreditdci6jahoz nagyszamu vizsgalatra, tesztre €s mérésre lenne sziikség,
mely nyilvan dragitana a szolgaltatast — &m nem ez jelenti az igazi problémat. Ez egy elterjedt
¢€s megszokott artényez0: ez alapjan keriilhet forgalomba sok hagyomanyos termék is. Sokkal

inkabb a mérés és annak objektivitdsa a nagy kihivas. Mivel ezek alaposabb kifejtése jelenlegi

vizsgalataimat nem segiti, nem elemzem a kérdést mélyebben.

16. abra: Az Ml besorolds-mdtrix vizualizacioi (szemléltetés, forrds: internet)

V.4.2. A fogalmakbol hianyzo6 tényezdk és hatasuk

Itt roviden Osszegzem az I-V. fejezetek alapjan mely kifejezéseket vélem sziikségesnek
figyelembe venni annak érdekében, hogy egy teljesebb MI-definicidt lehessen alkotni. Harom
halmazba soroltam a tényezdket: ++ jellel jeldltem azokat, melyeket fontosnak tartok beépiteni
egy Uj meghatarozasba, + jellel azokat, amelyeket javaslok figyelembe venni, és — jellel azokat,
melyek nem sziikségesek, és - - jellel azokat, melyek inkabb keriilenddk a vilagos fogalmazas
érdekében.

A 3. sz. tablazat valaszt ad K5 kérdésre, és mivel egyben a H1 hipotézis bizonyitasdhoz is
jol hasznalhat6, ezért minden megjelenitendd kifejezéshez megadtam az azt targyald

fejezeteket, illetve a részkdvetkeztetés szamat, amely hivatkozhatd lesz (a tanulmény végén) a

201 az 4brak forrasa 15. abra: https://www.vectorstock.com/royalty-free-vector/big-data-circular-visualization-fu-

turistic-vector-19630392, 16. abra: https://datavizcatalogue.com/blog/further_exploration 2 3d_chart/ (Letdltve:
2024.07.01)
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bizonyitasban. Tovabba hasznosnak itéltem egy oktatasi oszloppal is kiegésziteni az 0sszesitést:
ez a tudomanyos eredményhez nem kivan hozzdadni semmit, viszont timpontot ad ahhoz, hogy
ezen fejezetek mely részeit érdemes a katonai felsfoktatds részévé tenni jelen dolgozat
tananyagga alakitdsa sordn (az ide keriil6 értékelés szubjektiv). A + jel itt azt jelenti, hogy
,megemlitendd, ha van ra oraszam, akkor magyarazand6” a ++ jelzést pedig ,,valamilyen

szinten mindenkinek magyarazando” értelemben hasznalom.

S ] ©n
Osszegzés g :? 1:‘3
g |53
Intelligenciafajtak. Tobb mai hivatalos meghatdrozasnal | intelligen- ++ | ++
kimutattam (I.2.), hogy azok az ¢ész (gondolkodas, | ciafajtak
megismerés, tanitds, autonomia kulcsszavak) koriil | (R1.1.)
fogalmazodnak meg. Igy tlsdgosan is észcentrikusak,
nem domborodik ki az intelligencia sok egyéb fajtdja,
holott azok gépi szimulécidjara folynak a kutatasok. Ezt az
affektiv szamitastechnika bemutatasaval (I1.3.)
demonstraltam. Az j meghatarozasnak elsdsorban ezt a
hianyossagot kell javitania. (Megjegyzés: a magyar
megkdzelités ezt a hibat elkeriilte. (1.1.2.))
A nyelvi elemzés (I1.3.1.) alapjan nem keriilt el olyan - -
jelentés, melyet be kellene épiteni az uj fogalomba. A s20gy0k-
legtobb jelentésréteg megjelenik, a hianyzok (pl. megértés, elemzés
felismerés) megjelenitése nem indokolt.
Az MIKT fogalmat (II.1.) is bevezettem, mely + | ++
megkiilonbozteti az MI Iényegét azoktol az igen Osszetett MIET
rendszerektl, melyek azt  korbeveszik”.  Ezt (R2.1)
érvényesiteni kell az 0j fogalomban, ha nem ezzel az
altalam javasolt betliszoval, akkor maskeépp.
A digitalis Okoszisztémat (I1.1.4.) nem sziikséges a | digit. 6ko- - +
fogalomba beépiteni, mivel csak kdvetkezmény. szisztéma
A tanulasi modellek és gépi tanulds felosztasai altalanos neuralis - +
meghatdrozashoz nem sziikséges technikai tdobbletet | modell-
kozolnek (11.2.),. tipusok
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Osszegzés 2, T | =
< S |
i = | °
6. | A rajintelligencia fontossagaban ¢és egyediségében | rajintelli- | ++ | +
kiemelkedik a bioldgiai ihletettségli rendszerek koziil: gencia /
rdmutat a decentralizalt MI-rendszerek fontossagara. | biol. egyiitt-
Pontosabb lenne egy utalas a ,,biologiai egyiittmiikodések | mitkodések
digitalizalasa” (I1.3.3.) megfontoland6 — valamelyiket bele | (R2.2.)
kellene épiteni).
7. | Az MI hardveres hattere, a neuralis adatbazisok, sot az - +
NLP sem relevans a definicioban (I1.3.1&4&S5.)
8. | A jovobe mutaté labormegoldasok beemelése a jelenleg | a jovében - +
célzott fogalmat zavarossa tenné, keriilendd (lista I1.3.1. | lehetséges
végén). Pl. a kiterjesztett ember megoldasok a | technold-
,mesterséges” szo6 ujragondolasat tennék sziikségessé. giak
9. | A szinergia (szinergikus vagy szimbiotikus MI) utal arra a + | +
. - , ., | szinergia
célra, hogy olyan rendszerek jojjenek létre, melyekkel jo
R2.4.
egyiitt ¢lni (I.2.1. & 2.3-4.), belefogalmazésa javasolt — ( )
utalva arra, hogy az ilyen gép nem az ember ellen késziil.
10.| Autonomiafelosztasok(Ill.): Nem sziikségesek, so6t -- |+
. . 12 , autonomia
ajanlott az autonomia kifejezés keriilése. Hasznalata csak (+)
az automatika szoval egyiitt emlitve, tagadva javasolt.
11.| A vékony MI valdjaban csak automatika: Erre utalni + | ++
, . o . automatika
kell, a félelmek preventiv elkeriilése érdekében (I111.3.2. &
(R3.6.)
11.4.1.).
12.| MI-kihivasok (IV.1.): Egyik sem tartozik a meghatdrozas - +
) ; . o kihivasok
lényegéhez, csupan az MI leirasdhoz.
13.| MI-torzitasok (IV.2.): részletezésiik nem tartozik hozza. torzitasok - +
14.| Kognicié / kognitiv: a szd6 megjelenitése javasolt a | kognicid + +
technoldgia korlataira valé utalasként (I11.5 és 1V.2.2.) (R4.3))
15.| Leképezés: a sz6 megjelenitése javasolt a technologia + |+
o . o . o leképezés
korlataira vald utalasként (II.5 és 1V.2.2.), tovabba az
(R4.3))

autonomia az informatika definicié (V.3.1.) alapjan is.
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Osszegzés q% E §
2 = |
16.| A hibazas jellege (IV.3.): Bizonyos esetekben hasznos o - +
lehet a megjelenitése egy meghatarozasban is, de hibzis
alapvetden nem hianyzik, ha kimarad.
17.| Az MI torténeti regresszioi (IV.4.): nem sziikséges - +
18.| Az MI emberi befogadhatésaga (IV.5.): Csak olyan - -
esetben javasolt, amikor egy kurzus elején a technologia
elsajatitasanak emberi kihivasait ki akarjdk emelni.
19.| A nem neuralis MI-megoldasok (V.1.) kiilon emlitése | neurdlisés | ++ | +
fontos, mivel annak homadlyossdgat oldja abban a nem
tekintetben,  hogy  determinisztikus  vagy  nem neuralis
determinisztikus MI-t értiink a fogalom alatt. Valamelyik | (in-/determi
javasolt eldtag megjelenitése elengedhetetlen, ha a | -nisztikus)
meghatdrozast biztonsagi szabalyokhoz fogalmazzak meg. MI
(R5.5-A)
20.| Pszeudo-MI (V.1.4.): A definiciot nehézkessé tenné, ¢€s - +
magyarizkodasra késztetné, ezért nem sziikséges. Am
egyéb  szovegekben,  oktatdsban, szabalyzasban
elengedhetetlennek tartom a fogalmak 6sszemosodasanak
elkertilése érdekében.
21.| Szamitastechnika®®*: megemlitése fontos, amikor a + |+
meghatdrozast biztonsagi szabalyokhoz fogalmazzék meg, Szamitas-
mivel nem informatikai MI biztonséaga is Iényegileg tér el. technika
(Olyan esetben lehetne téle eltekinteni pl., ha biologiai MI- R5.6)
re is érvényes megkozelitést akar valaki, &m ez nem a jelen
vagy a kozeljovo realitasa.)
22.| Az informatika sz6 Kkeriilését javaslom, mert amint -- +
kimutattam, az informatika szo6t épp az MI fényében nem informatika
pontos a szamitdstechnika szinonimajaként hasznélni (R5.4)

(V.3.1.).

202 A szamitastechnika kifejezés az informatika szoval vald 8sszevetés miatt keriilt csak bele, nem (jdonsiga miatt.
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23.| A tudomanyok konvergencidja, mely az MI hatdsara | tudomany- - +
l1étrejon (V.3.2.), bar rendkiviil fontos, de fogalmilag ez konver-
sem érvényesitendo. gencia

24.| Az MI-felosztasok (V.4.1.) nem kell, hogy a meghatérozas MI- - +

részét képezzEk, mivel azt kiegészitik. felosztasok

3. tablazat: Az uj MI-definicioban megjelenitendo tényezok (sajat készités)

Az Gsszesitésbdl lathatod, hogy szamos kifejezést azonositottam, melyeket meg kell vagy
érdemes megjeleniteni egy MI-fogalomban — de ez nem jelenti, hogy az 6t fejezet sordn felvetett
szamos egyéb kifejezés vagy felosztas ne jelenhetne meg benne.?® Ezek indoklasat ugyan bele
tudtam tenni a fenti tablazatba, de sziikséges lenne azt is bemutatni, hogy milyen szempontbol
érthetdek félre a megjeldlt kifejezések nélkiil a jelenlegi MI-fogalmak. Erre az attekinthetség
érdekében kiilon 0sszefoglalast szerkesztettem (4.sz. tablazat). Ebbe a keriilendd kifejezések
nem keriiltek bele, mivel legtobbet csupan bonyolité jelleglinek itéltem, aminek pedig erésen

javasoltam keriilését, ott a fenti indoklas egyben a varhat6 félreértést is tartalmazta.

hianyzo kifejezés okozott félreértés
intelligencia- | Egy emberértelmezési (filozoéfiai-antropoldgiai téren jelentkezd) hiba az
fajtak intelligencia okossagra sziikitése, mely az emberutanzas perspektivait

teszi félreérthetdvé — holott az intelligencia egyre tobb fajtajat egyre
alaposabban elemzik, hiszen ezek is fejlesztendéek minden emberben is,
nem csupan az értelmi képességiik. (Ez talmutat a technologian, hiszen
azt sugallja, hogy az emberi méltosdg az okossaggal van egyenes

aranyban, €s a jovoben kevésbé okos polgarok megvetését generalhatja.)

MIKT Annak félreértése, hogy egy adott rendszer egyéb technologiakkal alkot
egységet, biztonsagi szempontbdl kockazatot jelent, a hasznalatban pedig

a lehetdségek rossz felméréséhez vezet.

rajintelligencia | Egy okosentitas-halmaz felépitése ¢és haszndlhatdosdga pont olyan

mértékben kiilonbdzik a kdzponti szerveren futé MI-modelltél, mint egy

203 Az alébbi els6 javaslatomban megjelenik tobbek kdzott pl. az optimalizacio, a kreativitas, a szoftveres-hardve-

res és centralizalt-decentralizalt felosztasok.
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hianyzo kifejezés

okozott félreértés

hangyaboly egy tigristdl. Persze mindkettd ,,allat” — de miikddésiiket és
célelérésiiket tekintve alapvetden masok, ahogyan eréforrasigényiiket is

eltérden sziikséges kezelni.

szinergia /

szinergikus MI

Ennek a jelzOnek a megjelenitése az MI-tdl valo félelem félreértését
hivatott eloszlatni (vagy legalabb mérsékelni). Az embert komplementer
modon kiegészitd technoldgia olyan cél, melyet érdemes minden érintett
szamara alapvetd torekvéssé tenni fejlesztoi, felhasznaloi, szabalyozasi,

ellendrzési vagy értékelési szempontbdl egyarant.

automatika

Gyakori a gépi autonémiatol valo félelem, ami talan ellensulyozhat6 ezen

masik kifejezés hangsulyozasaval.

kognicio
/ kognitiv
képességek

Az intelligencia mogott 1évé vilagmegismerésre utald tudomanyos
kifejezés jol utal arra, amerre a technologia halad, hogy az emberi

megismerés minél atfogdbb spektruma legyen a gép altal feldolgozhato.

leképezés

Fontos megjeleniteni, hogy az informatika ¢és az MI a vilagot képezi le
valamilyen mddon gépi modellekbe, tehat a kifejezés egyszerre utal a gép
¢s az ember elvi kiilonbségére és a gépiesités hatdraira — ezaltal mind a
félelem eloszlatasa, mind a biztonsdg szempontjabol hasznos a

megjelenitése.

szamitastechnika

Biztonsagi félreértést generalhat a jovoben. Ez a sz6 ugyan nem hidnyzik
ajelenleg €16 fogalmak nagy rész¢ébdl sem, viszont elhagyasa felmeriilhet
az egy¢b mesterséges kogniciobdvitési technoldgidkkal dsszefiiggésben
— amelyekre azonban mas kifejezést kellene keresni a jelentdsen eltérd

szabalyozhatosag miatt.

nem neuralis M1
(determinisztikus

MI)

Sokszor okozhat biztonsagi félreértést, hogy nem vildgos a neuralis
feketedobozos agensek 1éte vagy szerepe egy rendszerben, tehat

valamilyen médon utalni kell ezek hianyara (pl. a két javaslat egyikével).

4. tablazat: Miért félreértheto egyes kifejezések nélkiil az MI fogalom? (sajat készités)

V.423.

Az 1) MI-meghatarozasok korlatai

A terminologiai vizsgalodasok végén azt is fontos tudatositani, hogy elméletileg lehetetlen
egy ,.tokéletes” MI-definici6 megalkotédsa. Feloldhatatlan elvi korlatokba {itk6ziink, tobbek ko-

zOtt a kovetkezOk miatt:
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Tl gyorsan valtozik minden technolégia. Az MIKT terén folyamatosak az tijdonsa-
gok bejelentései, melyek megallas nélkiil 0j kihivasokat is generalhatnak. (Elég csak a
ChatGPT megjelenése utdna EU-s reakciokra utalnom.[242]) Ennek egyik kovetkezmé-
nye, hogy folyton véaltozik a definici6 targya. Az alabbi meghatarozast sem terveztem
hosszu iddre. Ezt tovabb neheziti, hogy ha egy konszenzuson alapul6 fogalmat (vagy
szabalyozast) szeretnénk, az konnyen okafogyotta is valhat, mire 1étrejohetne.
Tulsagosan 1j az emberszeriiség ilyen formaja. Kiforratlansdga miatt akkor is val-
tozhatna sokat a fogalom, ha nem lenne fejlédés. JO esetben pl. a jelenlegi ,,nagyobb
hatékonysag” paradigma helyébe emberibb mott6 keriilhet, de 0j fogalom igénye is
megjelenhet, példaul az Ml-ellenes félelmen alapulé kampanyok miatt.

Tl sokféle az MI. Mint lathattuk, az utanzas szamos tipusa beletartozik ebbe a korbe.
Am az ember és az é16vilag kiilonbozé intelligenciarészeit, vagy az érzékelési modjain-
kat nagyon eltérden kell a gépekbe leképezni. Ezen technoldgia részei (moduljai, fej-
lesztési iranyai) kozott sokszor 1ényegesebbek az eltérések, mint a klasszikus szamitas-
technika eltéré moduljai kozott — ezt egyetlen fogalom nem mindig képes kezelni.

Tl sok minden tartozik és tartozhat bele az MI-be. A homalyosit6 tényezdk bemu-
tatdsa is ravilagitott, hogy mivel egy 80 éves fogalomrdl van sz6, azt nem lehet rende-
letileg gyorsan megvaltoztatni. Bar torekedni kell a kifejezés hasznalatdnak szabatos
megoldasait kdzismertté tenni, az emberi tényezok (szokasok, tajékozatlansag, tizleti
érdek) konnyen meghiusit egy-egy ilyen nemzetkozi torekvést is. (Pl. az EU meghata-
rozza valahogy, egy techorias pedig nem ugy hasznalja és reklamozza — az utdbbi lesz

a meghatarozobb.)

V.4.4. A javasolt MI-fogalom

Erdemes t6bb, kiilonbozé alapossagi és céli megfogalmazast adni. En itt kétféle iranyra

mutatok be példat: egy altalanos, dsszetettebb €s egy oktatasi célra szant, egyszertsitett defini-

ciot allitottam Ossze.

A mesterséges intelligencia a kognitiv képességek egy korének leképezése egy sza-
mitdstechnikai rendszerbe. Az igy kapott architektura egyes moduljai képesek az em-
beri intelligencia egy-egy teriiletén a tanulds meghatarozott szintjét megvalositani, f6-
leg az értelem és az érzelmek (illetve ezek affektusai) terén, de a biologiai egyiittmii-
kédesek digitalis utanzasaval is. Elsosorban a neuralis Ml-rendszerekre jellemzo

alaptulajdonsag a tanulasi képesség valamilyen foka (bar ez a nem neuralis MI-k
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egyes tipusaiban is megjelenik). A tanult adatok alapjan az MI képes indeterminalt,
idoben (a tanulas folytatasa miatt) valtozo, ra jellemzo sajatos dontésre, valaszra vagy
kreativitdasra is. Ezaltal a programozott, determinisztikus reakcioikon tul képes az au-
tomatika magasabb szintjeit megvalositani, mely akar gépi autonomianak is tiinhet. Az
MI-rendszerek szoftveres vagy hardveres megvalosulasai egyarant a legnagyobb op-
timalitdasra torekszenek, ezzel egyiitt (idealis esetben) komplementerkent, szimbiotiku-
san egeszitik ki az emberi képességeket minden téren, ha a felhasznadlo is megtanulja
az ilyen rendszereket partnerkeént kezelni. Az MI altalaban robot- vagy halozati szol-
galtatasokban valosit meg ki- és bemeneti funkciokat. Inkabb kozponti szolgaltataskent
hasznalatos, de feladattol fiiggoen egyedi egyszerii (olcso) entitasok kézosségi tudasa-
ban (pl. rajintelligencia) implementalva, decentralizaltan is mitkodhet. Robusztus koz-
pontositott rendszereknél inkabb MIKT-rendszerrdl kell beszéliink, (azaz Mesterséges
Intelligencia és Hozza Kapcsolodo Technologiak rendszerérol), ugyanis hatvanyozot-
tan nagyobb tuddsu egy, a felhében miikodo MI szorosan osszefiiggo rendszert alkotva
1oT szenzorokkal, adattavakkal (strukturalt és strukturdlatlan adatokkal) és egyéb in-

fokommunikacios technologiakkal.

A fenti definiciobol egyszertsitett, bevezetd kurzusokon vagy publikéciokban hasznalhato
MI-meghatarozasom a kdvetkezd:

A mesterséges intelligencia a kognitiv képességek egy korének leképezése egy sza-
mitastechnikai rendszerbe, mely ezaltal képes az emberi intelligencia egy vagy tobb
teriiletén a tanulasra. A programozott viselkedesi szinten tul, elsésorban az értelem,
az affektusok és egyéb intelligenciatipusok utanzasaval képesek az ilyen gépek egy ma-
gasfoku automatikara, netdan bizonyos kreativitassal is reagalni a vilag valtozasaira.
Akar halozati szolgaltatasként, akar robotokba épitve, az emberrel lehetoleg szimbio-
tikusan egyiittmitkédve torekszik a legnagyobb optimalitasra minden téren, ha a fel-
hasznalo is megtanulja partnerkeént kezelni. A nagy hatékonysagu rendszerek MIKT*
-architekturaban mitkodnek, ahol az MI egyéb infokommunikacios technologidkkal al-
kot egy rendszert, de rajintelligenciaken kis teljesitményii elektronikus (akar mas MI)

entitasok is egyiitt tudnak mitkédni egymassal.

*azaz Mesterséges Intelligencia és Hozza Kapcsolodo Technologiak
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V.5. RESZOSSZEFOGLALAS: FOGALMI VIZSGALATOK ES JAVASLATOK

Osszegzés. A H1 hipotézis részben igazolast nyert az elsé fejezetekben, de a fenti vizsgala-
tok tették a bizonyitast teljessé. A vizsgalat elején a hangsily az MI-b6l hianyz6 aspektusokrol
az ellentmondasos jelentésekre tevodott, ugyanis attekintettem, hogy hanyféle nem neuralis
(determinisztikus) rendszerre is hasznaljak az MI kifejezést. A klasszikus és neuralis rendszerek
technikai egybeolvasztasa nagyon eldremutatd, am sulyos félreértésekhez (akar biztonsagi
problémakhoz) vezethet, amikor az MI sz6 hasznalatdban mosddik 6ssze, hogy neuralis rend-
szerrdl van sz0, vagy sem. A vizsgalatokat ennek attekintésével kezdtem, rendszerezve azokat
az eseteket, amikor az MI kifejezést nem neuralis rendszerekre alkalmazzék. Harom esetét kii-
l6nboztettem meg: a kutatdk, a felhasznalok és a piaci szereplok helytelen szohasznalatat vizs-
galtam. Kiilon elemeztem a harom féle probléma kezelhetdségét egy 1) MI fogalom kialakita-
sakor. Ezekben a vizsgélatokban felvazoltam egy ,,terminoldgiai degradacios modellt” is. Ezt
egy altalanosan alkalmazhat6 elvnek tartom, melynek segitségével akar jovébeni pontatlan szo6-
hasznalatok is prognosztizalhatoak. Erre példaként az (egyeldre nem elterjedt) AGI kifejezésre
is alkalmaztam a modellt, és igy olyan eredményre jutottam, melyet idokdzben a valdsag is
részben igazolt.

Ezutan lefolytattam az informatika sz6 tartalmanak valtozasvizsgalatat az MI fényében. Eb-
bél a C1 célhoz, pontosabban az uj MI-fogalom szdmara is fontos adalék sziiletett (az informa-
tika sz6 kertilése), de egyben a védelmi probléma (P2) targyalasat is segitettem. Ugyanis sza-
mos, a t¢tmahoz kapcsolodo kifejezés magyarazata mellett vazoltam a tudoméanyok konvergen-
cidjanak jelenségét (az MI hatdsara), ennek pedig az informatikai képzésre nézve is lettek konk-
l0zi0i. A kdvetkezd alfejezetben harom 0sszesitést éreztem elhagyhatatlannak: elészor a kiilon-
b6z6 MI-felosztasok lexikonszerii felsorolasat adtam kozre, mely hasznos gylijtemény lehet
minden érdekl6dd szamara, €s ezen bemutattam egy besorolasi matrix javaslatat is, mellyel sok
ilyen felosztas egyiittes figyelembevétele alapjan lehetne egy adott rendszer tudasat egy palet-
tan elhelyezni és vizualizalni.

Ezt kovetéen summaztam az eddigi fejezetek vizsgalataiban feltart, az MI-kifejezésbdl hi-
anyzo vagy azt 0sszezavard megfogalmazasokat. Rviden kitértem arra is, hogy miért nem le-
het tokéletes definiciot megfogalmazni egy olyan problémas jelenségnek, mint az MI. Bar nem
képezte a vonatkoz6 hipotézis részét, és tudomanyos eredménynek sem tekintem, de ennyi vizs-
galat utan illett sajat javaslataimmal ndvelnem az MI-definiciok mar eleve jelentds szdmat, —
bemutatva, hogy lehetséges mondatokba Onteni a vazolt 0sszegzéseket. Ezzel zartam le az H1

igazolasat, és az ehhez kotddo kutatast.
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Pl-gyel és P2-vel egyarant kapcsolatos kovetkeztetések

R5.1.: Az MI miatt a mai informatika kifejezés kiszélesedése varhaté (V.3.2-3.).

R5.2.: Minden tudomény konvergal egymas fel¢ az MI-ben (V.3.4.).

R5.3.: A terminoldgiai degradacios modell szélesebb korben hasznalhaté, foleg a technologiai

fogalmak erodalodasanak kovetésére (V.1-2.).

Pl-gyel kapcsolatos kovetkeztetések
R5.4. A jelenlegi MI-fogalom tobb oldalrél homalyos ¢€s tulterhelt:

R5.4-A  aszakemberek régodta szivesen alkalmazzak a hagyomdnyos szdmitastechnika

R5.4-B

R5.4-C

bizonyos specifikus alkalmazasaira is az MI-fogalmat (V.1.1.);

a felhasznalok gyakran keverik 0ssze a hagyomanyosan programozott ¢s a
mélytanuld szolgaltatasokat (V.1.2.);

a piaci verseny erdsiti a félreértelmezést, mivel az ,.intelligens” és az ,,0kos”

szavak jol csengenek akkor is, ha nincs mogottiik technikai tartalom (V.1.3.).

R5.5. Az MI-t befolyasold fogalmi tényezok kezelése sokféle (V.1.5.):

R5.5-A  Nem lehet az MI-k6rbdl kizérni az R5.4-A szerint a szakemberek altal régota

R5.5-B

R5.5-C

¢s széleskoriien hasznalt nem neuralis MI-fogalmakat, ezért a definicioban is
ennek a szétvalasztdsnak a megkiilonboztetése sziikséges.

Szabalyzassal, pontosabb 11j terminologiak oktatasaval kezelendd a neuralis és
az adatalapu felhasznaloi szolgaltatasok R5.4-B szerinti szohasznalata.
Szabalyozni sziikséges az R5.4-C-ben kimutatott, technikai tartalommal bird
szavak piaci hasznélatat (nem csupéan az okossag és az intelligencia kifejez¢-

seket).

R5.6. Az RS5.1-gyel 0sszefiiggésben (V.3. alapjan) egy jelenlegi MI-fogalomban az informa-

tika kifejezés keriilését, €s inkabb a szamitastechnika sz6 hasznalatat javaslom.

R5.7. A kétféle MI-definiciojavaslatomat- R5.1-2-3-6-7-9. alapjan fogalmaztam meg (V.4.4.),

ezaltal kimutattam, hogy lehetséges az MI kifejezésnek olyan meghatarozasokat adni,

melyek még attekintheté méretiiek, a korabbiaknal tobb tényezdt vesznek figyelembe,

¢és tudatosabban keriilnek zavar¢ kifejezéseket.

P2-vel kapcsolatos kovetkeztetések

R5.8. AzRS5.3. (aterminolédgiai degradacio jelensége) miatt varhatoan az Altalanos MI (AGI)

kifejezést joval hamarabb hasznalni kezdik a cégek sajat vékony MI-termékeikre, mint-

hogy valdban altalanos célunak nevezhet6 lenne (V.2.).
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R5.9. A modellek miikodoképessége ,,eloreszaladt” a humantudomanyokhoz, illetve azok ma-
tematikai formalizaldsanak iiteméhez képest, ezért a technoldgia biztonsagos mederben
tartdsdhoz sziikséges, hogy bevarja ezeket (V.3.1.).

R5.10. A fels6oktatasban R5.7. miatt minden szakma szdmara sziikséges a képzésekbe beépitve
¢és tovabbképzésként is az MI-projektekben val6 részvétel megalapozasa (V.3.4.).

R5.11. Egy besorolas-matrix modell segitségével (V.4.1.) a kiilonféle rendszerek besorolasa,

vagyis azok szabalyozasanak alapja, attekinthetébbé és latvanyosabba tehetd.

194



VI. AZEROERVENYESITES UJ KORSZAKA ES AZ M1

Az emberiség torténetének eddigi legnagyobb geopolitikai forradalma az a digitalis forra-
dalom, amelyet tobbek kozott az MI terjedése tesz lehetove.”[2, pp. 24] Ennek a geopolitikai-
digitalis paradigmavaltasnak a széleskorli vizsgalata a kortars hadtudomany egyik igen jelentds
kihivasa, ebbe kapcsolddik bele ez a dolgozat — féleg az alabbi fejezete révén. A korabbi rész-
kutatasaim védelmi problémara (P2-re) irdnyul6 szalai itt végre 0sszefutnak, hogy elérjem a C2
célt?®. Ehhez azonban K6 kutatasi kérdéshez*® ugy kellett a valaszok irdnyat kijellni, hogy a
vizsgalatok egyben H2 hipotézist?*® bizonyitsak, tehat ezt a két elvarast 6ssze kellett egyeztetni.
Mivel a C2 joval szélesebb spektrumot dlel at, mint a H2, ezért ehhez igazodik az alfejezetek
kialakitasa, a bizonyitashoz sziikséges részkdvetkeztetések alatamasztasa ezeken beliil kap he-

lyet. Nézziik a két elvarast kiilon. A C2 eléréséhez:

1. Az els6 alfejezetben altalanossagban mutatom be, hogy a hatalmi erék érvényesitésének
iranyai az M1 nélkiil is valtoznak, am ezen valtozasokhoz jol illeszkednek az MI képessé-
gei, sot fel is erOsitik ezeket a valtozasokat (VI.1.).

2. Ezutan a hangsulyt annak vizsgalatara helyezem at, hogy hogyan erdsitik egymast ebben
a vonatkozasban az MI ¢s a kibertér technologiai (VI1.2.).

3. Majd az els6 téma egyik konkrét aspektusat, a digitélis térben kibontakozé visszaélési le-
hetdségeket elemzem, de az elterjedtnél joval tagabb nézépontokbol (VI.3.).

4. Végil ismertetem a hipotézis két kovetkezményét: az MI hatdsara megvaltozo katonai in-
formatikat, ¢s annak oktatasi oldalat (V1.4.).

A H2 bizonyitasat négy irAnybol (a fenti témakba dgyazva®®’) terveztem végrehajtani:

(1) Az er6érvényesitésben megjelend paradigmavaltasok tertilete fel6l, melynek bemutatasa
teljesen jelen fejezet feladata.

(2) Az autondémiakutatasok és az Ml-torzitasok iranyabol. Ehhez itt le kell zarni a korabban
beinditott gondolatmeneteket, melyek az autonomiaval kapcsolatos kutatasban, majd an-

nak az MI kihivéasokkal kapcsolatos folytatasaban (a III-IV. fejezetben) vetddtek fel.

204 C2: A vilag valtozisanak, valamint az er8érvényesités 0j tendencidinak MI-vel valo kapcsolatat elemezve ha-
tarozni meg az MI védelmi szempontbol fontos tényezait.

205 K6: Védelmi kérdéskor: Hogyan (milyen modellek, fogalmak, dsszevetések, elemzések mentén) ragadhatéak
meg azok az ujdonsdgok, melyek az MI hatdsara a védelmi szegmensben varhatoak?

206 H2: Az MI tovabb fokozza és tamogatja azt a tendenciat, melynek soran az eréérvényesitésben folytatodik
hangsulyeltolodas a puha miiveletek felé.

207 Kivéve VI.4.-et, amely nem a bizonyitasra, hanem az eredmény felhasznalasi lehetségeire iranyul.
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(3) Az MI és a tarsadalom kdlcsonhatasanak iranyabol. Ennek vizsgélata korabban kutatasaim
targyat képezte, ezeknek csupéan legfontosabb részei kertiiltek ebbe a fejezetbe, azok, ame-
lyek ide vonatkozd érveket is szolgaltatnak.

(4) Az elso fejezetben bemutatott affektiv szamitastechnika (gépi érzelmek) feldl. Vagyis a

nem-intellektualis MI védelmi hasznalatanak elemzésébdl is szamitok érvekre.

VI.1. Az MI UJ EROERVENYESITESI MODOK ESZKOZE ES KATALIZALOJA

A digitalizacié kinalta lehetdségek a korabbiaknal sokkal 6sszetettebb paradigmavaltast hoz-
tak az erdérvényesitésben. Itt azonban azt szeretném kdzéppontba helyezni, hogy nem a tech-
nologia hajtja eldre ezt a folyamatot, a technoldgia csupéan jol kihasznalhato a vilag adott val-
tozasanak kiakndzasahoz. Ehhez olyan modelleket és terminologiakat dolgoztam ki, melyek a

folyamatot ebben a komplex megkozelitésben kezelik.

VI.1.1. Paradigmavaltéas az er6érvényesitésben — a hadtudomany
Ossztudomanyiva valasa

A technologia hat a vilagra, de nem iranyitja, hanem inkéabb katalizalja azokat a valtozasokat,
melyekre megérett az id6. Erre felhozhatd, hogy szdmos talalméany csak joval késobb valik
népszeriivé az egy¢éb 6sszeadddo tényezok miatt. Példaul az elektromos autdk tobb mint szaz
évvel megjelenésiik utan most keriiltek hirtelen piedesztalra, és e mogott — legalabbis hivatalo-
san — olyan eszmék allnak (fenntarthatdsag, kornyezetvédelem), melyek egy évszazada még
nem meriiltek fel. A technologia erdltetett terjesztése miatt persze egyéb geopolitikai és gazda-
sagi indokok, illetve a kdolajkészlettel kapcsolatos hosszu tavu kérdések sejlenek fel — am ezek
is az ismertetett elvet tdmasztjak ald, hogy a technoldgia nem irdnyitja a vilagot, inkabb csak
tamogat bizonyos folyamatokat. Ezen elv alapjan lesz érdemes elhelyezni az MI-t abban a pa-
radigmavaltozasban, amely mar akkor elkezd6dott, amikor a neuralis halok még csak laborok-
ban csirdztak.

A gyors valtozassal hadtudoményi szempontbdl nagy kihivas 1€pést tartani, de ez fontos fel-
adat, hiszen a technoldgia fejlodése és a hadtudoméany mindig szorosan 6sszefliggott. Sok meg-
kozelités szerint a 16por kezdte el tudoméannya valtoztatni a kézépkori hadmiivészetet. Am a
tarsadalmi valtozasok, az erkdlcsi valtozasok, a gazdasagi erd atalakulasa és a technologiaban
megindul6 valtozasok egyiitt alakitottak a vilagot, €s annak hadi szegmensét is. A vilagképlet

Osszetevoi egymast erdsitették — és ez most is igy zajlik
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Ezen komplex valtozas 6sszetevoi koziil szempontunkbdl most par dolog emelendd ki. Az
egyik, hogy az orszaghatarok jelentdsége lecsokkent, a gazdasaggal egyiitt sok minden globa-
lissa valt. A masodik, hogy az individualizmussal egyiitt felerdsodott a jogi szemlélet, mely a
nyilt agresszié minden formajat ellenzi, legyen sz6 nevelésben alkalmazott fizikai fenyitésrol,
a vitas helyzetek 6koljoggal rendezésén at a csaladon beliili lelki terrorig. Ez a megkozelités
pacifizmusként vagy legalabb a nyilt agresszid kertiléseként is megjelenik, mely hat az orsza-
gok erdérvényesitd politikdjara is.

Az utobbihoz kapcsolddik a puha miiveletek fogalma: ezek segitségével elérhetéek az adott
célok joval kevésbé felttinden, nulla, vagy a hagyomanyoshoz képest kicsi erdszak (pl. infor-
macios, gazdasagi, pszichologiai, jogi vagy egyéb modszerek) altal.>*® Ezeket a hadtudomany-
ban egyiitt kezelik a kemény (fegyveres) katonai miiveletekkel, vagy azok lehetéségével. Esze-
rint az ugynevezett hibrid miiveletekben [244, pp. 18, 25] dsszehangoltan vetnek be a kemény
modszerek tdmogatasara puha muveleteket. Ezért a fejlodés jelen fazisdban a rombolasra és
emberéletek kioltasara alapul6d klasszikus katonai modszerek alkalmazasa mellett az eréérvé-
nyesités mas modjai egyre inkabb eldtérbe keriilnek. Az igy elvart eredmények pedig joval
optimalisabban elérhetdek a szamitastechnika, illetve az MIKT (II.1.) altal kinalt lehetdségek
kiaknazéasaval.

A tudomanyok konvergencidja nem csupan az MI-t érinti (V.3.4.), de a hadtudomany, illetve
az eréérvényesités teriiletén is jellemzdové valt. A politikai vagy gazdasagi célok eléréséhez
minden tudomany eredménye bevethetdveé valt, igy az er6 kifejtése 6ssztudomanyi perspektivat
vett fel. A legkorszeriibb szervezési, kommunikacios, pszichologiai, szocioldgiai, gazdasagi és
tarsadalomtudomanyi modszerek legaldbb olyan fontosak, mint a high-tech eszk6zok, melyek
a fizika, biologia, vegyészet, informatika és egyéb kutatasok eredményeit hasznositjak. Ebben
az Osszefonodasi folyamatban egymast segitik a technologia és a tobb ezer éve ismert erdérvé-

nyesité modszerek [245], igy teljesen 0j perspektivak nyilnak meg.

VI.1.2. A virtudlis er6kdzpontok modellje

A puha mddszereket azonban nem csupan egy katonai jellegli miivelet részeként lehet hasz-
nalni, ezért ezeket katonai alkalmazasuktol kiilonvalasztva is érdemes vizsgalni. Ezt indokolja

a hatorszagok eltlinésének folyamata is a mai informacios-, kiber- és gazdasagi térben. Hiszen

208 Megemlitendd, hogy az itt targyaltak a , kdzepes miivelet” kategoridba tartoznak egy pontosabb, de nemzetkd-

zileg nem kozismert, harom szintli felosztas szerint. Ld. [243, pp. 23-24].
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ezekben a terekben a civilek védelmi jelentdsége is jocskan felértékelddik. Mindenki, aki ezek-
ben a terekben dolgozik, a védelem humanerejévé valik. Ehhez jarul tovabba az MI, amely az
intelligencia mellett ma mar az érzelmeket is jol képes azonositani és utdnozni (1.4.). Ezért a
segitségével végrehajtott befolyasolas altal bizonyos célok hossza tavon eredményesebben el-
érhetéek lehetnek, mint katonai miiveletekkel. Az igy fejlodo digitalis tér segitségével fokoza-
tosan egyre konnyebb befolyésolni, sajat érdekek felé terelni a sajat dllam vagy mas allamok
polgarait, vallalatait, hivatalait. Az eréérvényesités ezen 0j korszakdban a hagyomanyos katonai
modszerekkel csupan a védelem egy sziikebb, fizikai szegmensét lehet biztositani. Ez persze
tovabbra is alapvetOen szlikséges, am mar messze nem elégséges feltétele az allampolgarok
megvédésének. Ezért fontos tajékozodni az erre alkalmas modszerekrdl, és tdjékoztatni rola
minden érintettet, azaz mindenkit.

A paradigmavaltas szempontunkbol legfontosabb aspektusa, hogy virtualis er0kézpontok-
ban sziikséges gondolkodni. Virtudlis er6kézpont lehet egy valddi, teriilettel rendelkezd allam
digitalis lenyomata, de lehet teriilettdl fiiggetlen tényez6 is. Lehet egy oriasvallalat digitalis
ereje, mely 0sszemérhetd az allamival, vagy egy fiiggetlen csoport, egy kis cég, mely aszim-

12 gyakorol nyomast. Ugy vélem, hogy a hatalmi struktura ilyetén

metrikus puha muveletekke
valo megvaltozasa még nem kertilt 4t a koztudatba adekvat modon, pedig logikusan kovetkezik
a hatalom természetébodl. A digitalis korszak lehetdségeinek hatalmi potencidlja ugyanis épp
olyan csabitd, mint a torténelem sok f4j6 emlékét okozo hatalmi mamor. A hatalomélmény
orvénye a kozosségi média egyszerli véleményvezéreit €pp gy hlizza magaba, mint a gazdasagi
vagy informacids hatalom birtokosait — csak ez utdbbiak a nagy hatalmukat akarjak még tovabb
novelni. Kérdéses, hogy a virtualis tér szaguldo fejlodésében képes lesz-e ezt a helyzetet az
emberiség megfelelden kezelni, és etikai szinten kompromisszumokra jutni?

Hiszen egyelOre az er6érvényesités etikai hatarait még egyszeri esetekben, egyazon kultaran
beliil sem vagyunk képesek egységesen kezelni, mint példaul a Covid-19 jarvany intézkedései
kapcsan. Amikor egyes cégek nem voltak hajlandoak az egészségiigyi szervezetek szamara at-
adni a jarvany jobb kezeléséhez sziikséges adatokat. Erre reakcioként volt, aki ezeket a vallala-
tokat vadolta a digitalis erejlikkel valo visszaéléssel: ,,maguknak (ti. a vallalatoknak) van egy

magankormanya, amely dontéseket hoz a tarsadalma felett, ahelyett, hogy a demokratikus kor-

manyok meghozhatndk ezeket a dontéseket.”*'° Mas szerzd viszont pont az allam (a regnald

209 példaul egy néhéany s csoport is végezhet informécios miiveleteket, egy apré cég digitalis ereje is Iehet stlya-
hoz képest oridsi, egyetlen hacker is jelenthet nagy veszélyt a kibertérben.

210 (sajat forditas). Ez a megfogalmazas a vallalatokat Gigy azonositja, mint amit mi a 2. fejezetben virtualis erd-
kozpontokként emlitettiink. Ld. [246].
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kormany) tulkapasaként, és a polgarok joganak megsértéseként értékeli az allam igényét az
egészségiigyi adatokra.[247] A konszenzus ilyen hidnya arra utal, hogy a nyugati felfogas még
nem képes megfelelden reagalni egyszeriibb informacios szélsdhelyzetekre sem, a tekintélyelvii

kezelés sajnos hatékonyabb.

VI.1.3. A helyzet valtozasahoz jol illenek az M1 képességei

Folytatom a gondolatsort a virtualis er6kdzpontok modelljétdl azzal, hogy pontositom az MI
¢s az 0j paradigmak kapcsolatat. Elindult egy folyamat, melyen lathato, hogy a klasszikus had-
miiveletek céljait®!! mar jocskan kitdgitotta. Nem csupdn a hadszinterek szaméanak ndvekedé-
sérdl van sz0, — bar igen 1ényeges valtozas, hogy az (ir és a kibertér altal szétmallik a hatorszag
fogalma. Ezek az 0j hadszinterek hdborus hasznalatuk soran alkalmasak fizikai rombolas és
emberi halal okozéasara. Még a megfoghatatlan, ,,kiber’-térben zajlé miiveletekkel is elérhetd
ilyen eredmény a biztonsagi rendszerek kiiktatdsaval, mely képes példaul ipari, kozlekedési
katasztr6fat okozni, egészségiigyi miikodést akadéalyozni, vagy sajat fegyvereit a megtamadott
allam ellen forditani.?'? Ezek az 0j hadszinterek azonban még nem implikalnak azt, hogy a
hadmiivelet meghatarozasat a fizikai agresszio fogalmain tul keressiik.

A valtozas sokkal Iényegesebb Gsszetevdje a magasabb szintli nézépont, melyben a katonain
tul, az er6érvényesités egyéb formait elemzik. Az ilyen igény mogott pedig részben az all, hogy
a mai vezetés felé sokkal erdsebb a visszacsatolas, sok az alulrél jovo elvaras. Ma ,,a nép” nem
attol tekinti erésnek kiralyat, ha az harcban legy6zi a masik uralkodot. Ezért érdeke minden
allamnak ¢€s azok vezetdinek olyan modszereket keresni, melyekkel céljaikat emberélet elvétele
vagy latvanyos pusztitas nélkiil, lathatatlanul érhetik el. Az emberek kozott is kezd hattérbe
szorulni az erdszak legitimitasa, példaul a becsiilet megvédése fizikai agresszidval. A nem fizi-
kai agresszio is mar a szabalyozas részévé valt. Ezzel egyiitt nemzetkozi elvarasként is megje-
lenik az agresszidmentesség, €s az allamok kozott a nem fizikai, vagyis ,,puha hadviselés” for-
mai kertiltek eldtérbe. Ez kihat az ,,igazsdgos habor’” koncepciora is [250], hiszen az emberek
felé torténd kommunikacio részeként a nyomasgyakorlas indoklasanak értéke jocskdn megndtt

A puha moédszerek szerepének ndvekedése miatt a hadviselés fogalmédnak kitagitasa tehat
elkeriilhetetlen volt. Kezd kialakulni mara egy konszenzus [251], amely szerint a hibrid hadvi-

selés fogalmaba sorolanddak olyan célok is, melyeket a tdmado fegyveres konfliktus nélkiil

2 Hagyomanyosan a térben koriilhatérolhato és tiizerdvel kezelhetd célokban gondolkodtak. 1d. [248, pp. 372]
212 Tovabbi kibertéri lehet8ségek: [249].
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(vagy azon kiviil) akar elérni. A nyomdsgyakorlds és ennek ellenmodszere egyarant lehet lat-

hatatlan. Nem csupan a kozismert kibertdmadas ¢és kibervédelem rejtett modjara kell gondolni,

Tarsadalmi elvarasok Technoldgiai fejl6dés
e jOlét+ tarsadalmanként valtozo * U] fegyverek (pusztitds)

2

[ Puha miiveletek (nem pusztitas)

e informdcios, gazdasagi, politikaiw

(Ertelmezhetd
idében
visszafelé is)

7|

| Lathatatlan hideghabort

¢ informacios
e gazd.-i
e politikai Oriasi elényhéz juttat

e autonom fegyverrendszerek
o kibertéri Ml
o fegyver- & tervezéstamogatds, stb.

17. dbra: A ldthatatlan hideghdboru az Ml vonatkozdsdban (sajdt készités)

hanem akar a kognitiv befolyasolas [252] kifinomult mddszereire az informéacios miiveletek-
ben, vagy gazdasagi nyomasgyakorlasra, — de a diplomaciai kényszerités eszkoztara is ide tar-
tozik.[253, pp. 22-28] Ezekhez a muiveletekhez az M1 olyan jelentds segitséget képes nyujtani,
amely talan a rettegett harctéri hasznalati modjain is talmutat (Id. 17. 4dbra), hiszen, amint az
mar 1995-ben eldre lathatd volt, a mesterséges (virtudlis-, kiber-) térben a mesterséges elme
sokkal otthonosabban mozog, mint az ember.[254]

Mindez azonban még csupan egy elméleti keret. Mert hidba szélesedett a hadviselés fo-
galma, ez onmagaban nem garantalja egy-egy adott szitudcid pontosabb megitélését, hiszen
lathatatlansaguk miatt ezek a mdodszerek csak konkrét szituaciokban ragadhatok meg. Példaul
épp ezek a modern informécioformald eszkdzok biztositanak lehetdséget arra, hogy akar a meg-
tamadottat allitsak be agresszorként, tobbek kozott sok ilyen témaju cikk és hir generalasaval.
Vagy masik gazdasagi példa: a rahatasok egyik formajaban az ellenfelet az ellatasi lanc nem
felting szintjein, aprd alkatrészeken keresztiil teszi sebezhetévé?!? vagy bojkottalja. Az MI ott-
honossaga a kibertérben és alkalmazhatosaga kognitiv feladatokra akar egy COTS-rendszert>'4
(1d. VI.1.4.) is védelmi képességekkel lathat el, példaul gazdasadgi manipulaciora civil rendsze-

rek is késziilhetnek, hiszen a cégek egymast is tdmadjak (1d. alabb), ennek mintazatait az allami

213 p¢ldaul amikor kideriil, hogy az F-35-0s repiilégépekhez egy kinai tulajdonti cég gyart kulcsfontossagl dram-
koroket. 1d. [255].
214 Boltban a polcrol levehetd (Commercial off the Shelf) termék.
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gazdasagvédelmi szektor is hasznosithatja. De egy direkt katonai MI kidolgozhatja akar egy
hibrid miivelet kibertéri timogatasat is.

Epp a zajlo orosz—ukran haboruval sszefiiggésben vészjoslo, hogy az orosz felsGvezetés az
informacios miiveletek tovabbfejlesztését, és az MI-vel 6sszefiiggd hasznélati médokat a had-
tudomany legfontosabb feladatanak tartja. S6t, az informacids hadviselést orosz nyilatkozatok
alapjan képessé kell tenni a pusztitasra is, — bar ezt annak fényében kell értelmezni, hogy az
orosz gondolkodasban a kiberhadviselés része az informécios miiveleteknek.[256] Az Internet
Research Agency emberi alkalmazottai még ,,csupan” az ellenfél belpolitikdjaba probaltak be-
leszdlni, [257] am egy gépi elme sokkal atfogdbb karokozasra lehet képes.

A masodik vilaghaboru utani korszakot maig fdleg az elrettentd erd ,hideg” novelésével,
vagyis az atomfegyverek oriasi szdmaval jellemzik. Pedig ha a hibrid hadviselés fogalmat a
multra is kiterjesztjiik, lathatova valik, hogyan volt jelen ez a hatalomérvényesito tényezo az

els6é hideghabort alatt, s6t, akar az dkortdl is — am ezt itt nem vizsgalhatom.

VI1.1.4. Az MI direkt €s az adaptalt védelmi felhasznalasa

Miel6tt tovabblépnék a gondolatmenetben, érdemes egy kis fogalmi kitérdt tenni. Meg kell
ugyanis kiilonbdztetni két markansan eltérd részt a védelmi informatika (€s az MI) tertiletén. Itt
inkabb katonai példadkon keresztiil, tehat egy hadtudomanyi megkiilonboztetésként mutatom be
ezeket: szétvalasztom a direkt €s az adaptalt katonai informatikat, illetve a direkt és az adaptalt
katonai MI-t. Kiterjeszthetd a felosztas a tobbi védelmi teriiletre is, és mindenhova, ahol sajatos
technologiakat hasznalnak.

Napjainkig a katonai informatikat az jellemezte, hogy a civil életben terjed6 technologiakat
adaptalta katonai célokra. Igazabol nem is volt sziikség katonai processzorra vagy memoriara,
illetve katonai operacios rendszerre. Elegendd volt a meglévo alkatrészeket egy olyan hazba
épiteni, mely védi azokat a terep- és harci koriilmények viszontagsagaitol, és a szoftvereket
bevizsgalni, illetve magasabb biztonsagi elvarasoknak megfelelden 4llitani be. A katonai por-
talok sem tekinthetdek igazan egyedinek, csak annyira, mint ahogyan minden véllalati portalt
az adott igényekre alakitottak ki. Mogottiik ugyanolyan a webszerver + portalnyelv + adatbazis
szoftverarchitektira mikodik, s6t gyakran ugyanolyan IIS + PHP + SQL alapt rendszeren fut-
nak a civil és a katonai szolgaltatasok.

Az adaptalt katonai informatika alatt azon alkalmazasok korét értem, amely civil célra is
alkalmazhato. Példat egy adaptalt katonai MI-re hozok: egy képfelismerésen alapuld egészség-

iigyi diagnosztikai eszkozt a civilek is hatékonyan hasznalhatnak, ennek a harctéri verziojat
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csupan jobban feltanitjak a tipikusan katonai (16vés, repesz, robbanas stb. altal okozott) sértilé-
sekre, illetve a vegyi tdmadasok pontos felismerésének nagyobb palettajat kapja. Szorosan eh-
hez kapcsolodik a COTS-eszkdzok, vagyis ,,a boltban a polcrdl levehetd” (Commercial off the
Shelf) konkrét arucikkek kore is. Egy 25 éve 1étezd szabvany alapjan sorolhatoak ide egyes
termékek [258], tehat a gyartok akar akkreditaltathatjdk is termékeiket ilyen modon, és lehet
olyan sajat laptopunk, mely katonai célra is alkalmas.

Az MI kapcsan azonban egy nagyon fontos tjdonsag, hogy éltala megjelenhettek a sajatos,
kifejezetten katonai célu informatikai rendszerek. Persze, ahogyan egy nehéz harckocsiban is
szamos alkatrész és megoldas a teherautokéval azonos, ugy ezeknek is vannak civil termékek-
bol 6rokolt alapjai. De ahogyan a harckocsira, ugy egy harci MI-re is érvényes, hogy egy ilyen
eszkOz azért katonai, mert civil célra nem jol hasznalhat6. Példaul nem hasznalhat6 fel a civil
¢letben egy nanotechnologias pancéllal védett tamado dronraj sem. Ezeket nevezem direkt ka-
tonai MI-nek.

Nem gondolom, hogy éles hatart kell vonni az adaptalt és a direkt rendszerek kozé. Inkabb
ugy kell megkozeliteni, hogy nagyobb szdmu katonai célu komponens beépitése miatt 1épnek
szintet. Igy lesz a COTS-eszkozbdl adaptalt termék, és tovabbi atalakitasok tehetik azt direkt
katonai célu eszk6zzé. Tehat, ha az emlitett katonai laptopot valaki a gyari operacids rendszerrel
stand-alone gépként parancsok €s utasitdsok, vagy tablazatok készitésére haszndlja, az még a
COTS-szint. Ha azonban az lizemeltetdk a katonailag eldirt operaciosrendszer-beallitasokkal
telepitik ezt a gépet, vezetékes csatlakozassal rakotik a katonai haldzatra, ahol katonai adatba-
zisokat is elér, az mar adaptalt eszkdz. Amikor pedig katonai célszoftverekkel is ellatjak, és a
terepen sajat katonai plug-in eszkdzzel katonai mitholdon keresztiil csatlakozik egy nemzetkdzi
C4 rendszerhez,?!> azt is direkt katonai rendszernek tekinthetjiik. Ez a példa arra is rdmutat,
hogy a nem MI-rendszerek is eljutottak arra a szintre, amikor sajatosan katonai informatikarol
beszélhetiink, elsdsorban a direkt katonai informatikai eszk6z6k miatt.

Azonban ugy vélem, hogy az MI ezt nagysagrendekkel ,,direktebbé” teszi. Egy direkt kato-
nai MI-t ugyanis sajatos, harci valaszokra sziikséges betanitani, amellett, hogy a hagyomanyos
kiberbiztonsagi és pancél védelmekkel is el kell 1atni. Itt igazabol nem fokozatokon keresztiil
ériel a ,,direkt” szintet az eszkdz, hanem erre jon 1étre — ahogyan a harckocsi. Ez egyébként a

katonai informatika teriiletére is jelentds visszahatassal van (1d. VI1.4.1.).

215 Egy vezetésiranyitasi kommunikacios szamitogéprendszerhez (C4: Command, Control, Communication, and

Computers).
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VI.1.5. A mai és a klasszikus hideghabort 6sszevetése

Miért is nevezhetd a napjainkra kialakult helyzet egy masodik hideghdborunak? Roviden
azért, mert az MI nem csupan alapvetden 0jszerti katonai miiveleteket tesz lehetdvé az autonom
fegyverrendszerek 4ltal, vagy a kibertéri miiveletekben, hanem informacios vagy gazdasagi
miveletekben alkalmazva alkalmas a politikai folyamatok hosszu tava és tervezett befolyaso-
lasara. Az allamok kozotti eréérvényesités ilyen nem fegyveres formait hagyomanyosan nem
tekintették harcnak, — a helyzet azonban valtozik. EI6sz6r megmutatom a mai helyzet eltéréseit
a II. vilaghdbora utanihoz képest, majd egy példaval erdsitem meg, hogy az eltérés igen mar-
kans.

A mostani helyzet és a XX. szazadi atomfenyegetés eltéréseit vizsgalva induljunk el onnan,
hogy a kommunista blokk és a Szovjetuni6 szétesésével kiesett egy idére a szovjet-amerikai
bipolaritas egyik centruma. Bar Oroszorszag alma, hogy régi dominanciajat visszaszerzi, ekoz-
ben egyre altalanosabb vélemény, hogy az USA ellenpolusa leginkabb Kina lehet [259], a jo-
vében azonban célszerlibbnek tlinik inkabb sok pdlusban gondolkodni. Atomfegyvere sem csu-
pan a két nagyhatalomnak volt, de a szovetségesek kevésbé rivalizaltak egymassal. Ma viszont,
amikor mar nem kizarolag a hagyoményos katonai potencial bir jelentdséggel, egy szovetségen
beliil is lehetnek lathatatlan miiveletek, hogy egyes vitas kérdések az erdkifejtd szajize szerint
alakuljanak. A jovében egyre nagyobb sulyt kap pl. India, Brazilia és az arab orszagok, de Dél-
Amerika, és Afrika is felértékelddik. Ugyanis amellett, hogy mind a nyersanyagok, mind a piac
szempontjabol jelentdsek ezek a teriiletek, a multinacionalis ellatasi lancok is egyre kevésbé
képesek ezek nélkiil az optimalis miikodésre.

Mindenki prébal szovetségesi, vagy fliggdségi kapcsolatokat kialakitani masokkal — ebben
a gyenge allamoktol is fiigghetnek erdsebbek, példaul a nyersanyagaik miatt. A fiiggdségi tex-
tura emberileg atlathatatlan és aszimmetrikus, vagyis egy kis allam kis dontése is konnyen val-
hat nemzetk6zi jelentdségii tényezove. Itt jutottunk el oda, hogy feltegyiik a masik kérdést: mi
a szerepe az 1j hideghdboruban az MI-nek? A valasz az a parhuzam, hogy t6bb kisebb-nagyobb
hatalmi polus parhuzamosan fejleszt MI-t, a tobbiek fejlesztéseitdl vald félelmében. S bar a
direkt vérontast el8idézo fejlesztésektdl, vagyis a LAWS?!®-ra iranyuld innovacioktol, szamos
cég ¢és kisebb allam is hivatalosan elzarkézik [260], &m ilyen elzadrkdzast nem latunk sem a puha
miveleteket, sem a hadaszati tervezést vagy a miivelet végrehajtasat sokféleképpen tamogato

(pl. vezetéstamogato) [261] MI-vel kapcsolatban.

216 ethal Autonomous Weapon System, Halalos/Gyilkos Autoném Fegyverrendszerek.
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Fontos kiilonbség, hogy a civil cégek a vilaghdboru utan még nem rendelkeztek olyan ha-
talmi potenciallal, mint ma. Gazdasagi eré szempontjabol mar jo ideje sokuk ereje meghaladja
egy-egy orszagét. llyen cég is hajthat végre olyan spekulativ gazdasagi-informacids mandvert,
amely orszagokat tehet tonkre — mikozben erre az allami vagy nemzetkzi szabalyozas még
kiforratlan. Ujszer(i azonban, hogy az informacids térben egy cég sulya és jelentésége messze
meghaladhatja a gazdasagi erejét. Vagyis egy jelentéktelen cég is jelentds 1épéseket tehet egy
aszimmetrikus informécios miiveletben. Még nem lathat6é annak pontos kdvetkezménye sem,
hogy a jelentds informatikai innovacidk altaldban a nehezen szabalyozhaté nemzetkozi cégek-
hez kothetok.

A helyzet abban is mas, hogy a folyamat nem csupan tomegpusztitasban bontakozhat ki, sot
sokkal valdsziniibb, hogy az eréérvényesités egyéb, akar teljesen 01j modjait adja azok kezébe,
akik fejlettebb MI-verziokkal rendelkeznek. Az MI ismert eldnye a célrairanyithatosag, mely a
tomegpusztitd fegyver mennyiségi szemléletével szemben technikai alapot ad az ellenség
kulcsrendszereinek kiiktatdsdhoz, célra iranyitott kibermiiveleten keresztiil (konkrét példak
VI1.2.1.-ben), vagy kulcsszemélyiségek ellen személyre szabott drontdmadéasokkal.[262] De a
hatranyokozas mellett 6riasi elonyhoz is juthat példaul egy olyan gazdalkodas is, amely az M1
meghatvanyozott elemzd €és szimulacios képességeire €piti a célratord dontéselokészitést és a
stratégiaalkotast.

Ez az ujszerli hideghabort az ellendrizhetdség terén is eltér a korabbitol. Még ha sikeriilne
is valami nemzetk6zi konszenzust kialakitani, sokkal nehezebb, szinte képtelenség lesz azt igy
ellendrizni, mint egy atomleszerelési egyezményt. Egy informatikai kutatolabort alcazni na-
gyon konnyti, rdadasul egy MI-ben elrejtett veszElyes tudast pusztan teszteléssel megtalalni na-
gyon nehéz (IV.2.). Pl. az Un. generativ intelligencia (I1.2.3.) alkotoképessége informacids mii-
veletekben mar ma is komoly gondokat okozhat az alhirek gyartasatol a hamisitott képeken at
ezek felismeréséig. Mar miikddik pl. a technoldgia kockdzatelemzésben vald felhaszna-
lasa [263], igy katonai alkalmazésa kikovetkeztethetd [264]: alkalmazhatd ujszeri hadaszati
tamadé mandverek kidolgozasatol az ismert hadi stratégiak elleni Gjszerti, hatékonyabb véde-
kezési stratégidk generalasaig. Az 5. sz. tablazatban 6sszefoglaltam a fobb kiilonbségeket (az
érzelmet késébb vizsgalom VI.2.3.).

Lényeges kiilonbség tovabba az a probléma, hogy az allami, véllalati, terrorista (stb.) akara-
tokon til megjelenhet egy Ujszeri kiszamithatatlansag. Mind az MI-vel tamogatott, mind a ro-
busztus szamitastechnikai rendszerek sajatos hibazasi modokkal rendelkezhetnek. Ezért végez-
tem el a 1. fejezetben a ,,gépi autondmia” részletes vizsgalatat, melyre hamarosan visszatérek

(VL.2.4.). Itt elegendd annyit emliteni, hogy egy felfokozott helyzetben valoban eléfordulhat,
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hogy egy gépi dontéstamogatas harcol egy masik dontéstamogatdo MI-vel, emberileg kdvethe-
tetlen sebességgel. Ez pedig konnyen vezethet hibas dontések sordhoz. Itt ujfent megjegyzendd,
hogy ez nem csupén a katonai rendszereknél Iéphet fel, hanem pl. a gazdasagtdmogat6 rend-

szerek vagy kozvélemény-elemzd €s informaciostratégia-menedzseld rendszerek esetében is.

Atomhaborus korszak Jelenlegi hideghaboru

két nagy polus kortiil szervezddik sokpdlusi

tomegpusztito elrettentés kiemelked6 a célra tartas (MI)

lathatatlan, ,,puha” miiveletek

BkoSImHEICIclc (pl. informacios, kibertéri, gazdasagi)

nehezen titkolhato fegyverek konnyi elrejtés, lehetetlen felderités
allami akarat dominal az allami mellett a vallalati és alvilagi
(illetve allamszdvetségi akarat) akarat jelent6sége novekszik

az érzelmi aspektus gépiesitése

az érzelmi manipulacio felértékelddik or Py
a kognitiv hadszintéren

megjelennek a tulautomatizalt rendsze-

az emberi akarat dont rek dontési hibi

5. tabldzat: A XX. és a XXI. szdzai hideghdboruk fébb kiilénbségei (sajdt készités)

VI1.2. AZ MI ES A KIBERTER HATASAINAK OSSZEADODASA A PUHA MUVE-

LETEKBEN

Ebben a részben néhany példan szeretném illusztralni azt az allitast, — mely szinte axioma-
ként is kezelhetd, — hogy az MI a virtudlis térben van igazén elemében, ott hasznalhato a leg-
hatékonyabban. Ez egyben azt is jelenti, hogy a digitalis tér és az MI segitségével a korabbinal
sokkal hatékonyabban, tisztabban, politikailag korrektebben, tehat az elvarasoknak megfele-
16bben lehet kivitelezni az eréérvényesités uj formait. Ezek koziil vazolom az MI-alapt tdma-
déasokat és MI-t timad6 modszereket, és az affektiv szdmitastechnika védelmi lehetdségeit. Itt
térek vissza az autondmia témadjara is, mely ehelyiitt mar konkrétabban vizsgalhat6 a vazolt

védelmi perspektivaban.
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VI1.2.1. Kibertdmadasok az MI segitségével

Korabbi tanulméanyaimban az MI tdmad6 célu hasznalatarol altalanosabb attekintést ad-
tam [265], és az alabbi virusok alaposabb bemutatasa mellett mas modelleket is vazoltam [262].
Itt elsdként az IBM Research altal kifejlesztette DeepLockerrdl ejtek szot. Ezzel demonstraltak
a 2018-as Black Hat (USA) konferencian azt [266], hogy MI segitségével megkeriilhetik az
altalanosan alkalmazott védekezési lehetdségeket. Laborkoriilmények kozott 1étrehozott karte-
véjiik konnyen letdlthetd MI-modelleket kombinalt ismert malware?!’-technikakkal. A cél az
volt, hogy felkésziilhessiink hasonlé tdmadasi helyzetekre.

Az IBM laborkartevdje kétféle modon is kiaknazza az MI erejét: (1) a cél azonositasdhoz és
(2) arejtozkodéshez. (1) A virus olyan MI-triggereket (eseményinditokat) hasznal, mint példaul
az arcfelismerés €s a hangfelismerés (természetesen képes a hagyomanyos hely, rendszertipus,
illetve konkrét eszkdz valamely azonositdja stb. adatok alapjan is aktivalddni). (2) F6 tjdonsaga
a kitérés (elrejtdzés) eddiginél hatékonyabb modszerében van.

A kitérd technikdk olyan modszerek, amelyeket a szamitogépes tamadasok hasznéalnak a
rosszindulati tevékenységek elrejtésére. A tdmadasok hagyoményosan kiilonboz6 kitéro tech-
nikakat hasznéalnak a biztonsagi védelmi rétegek elkeriilésére. A tamado alkalmazhat egy vagy
tobb kitérd technikat. Mar az 1980-as évek virusainal elkezdték hasznalni a kitérd technikakat.
Az 1990-es évektdl jelent meg a kod kartékony részének titkositasa, ami lehetetlenné tette a
kodrészletek keresésének hagyomanyos, dsszehasonlitdsos modszerét. Ez ellen hoztak 1étre a
biztonsagi oldalon a virtualis tesztkdrnyezeteket, a sandboxokat,*'® A 2000-es évekre a virusok
mar képessé valtak érzékelni, hogy specidlis virtulis kdrnyezetben (homokozoban) futnak-e,
vagy ¢les rendszeren. Ez ellen homokoz6 helyett ugynevezett ,,csupasz fém” kdrnyezetben tesz-
telnek.[267] Igy a tamadok ujabb stratégia felé hajlanak: a tamadas kifinomultabb célzdsdval
érik el, hogy kartevdjiik rejtve maradjon. A rosszindulati kod csak akkor toltédik le, vagy cso-

magolodik ki, tehdt csak akkor hajtodik az végre, ha a célpontot , tisztanak” taldlja.?!® Csakhogy

217 A malware a malicious software roviditése, magyarul rosszindulatii szamitgépes program.

218 Ez a ,,homokoz6” éltaldban egy virtualis szamitogép, ahol kdvetkezmény nélkiil el lehet érni, hogy a kértevd
aktivalodjon, igy igazi rendszeriinkben nem képes kart okozni, de vizsgalhatova valik.

219 Ennek a ,,mesterldvész” modszernek egy korai (2010-es), igen hirhedett példaja a Stuxnet féreg, amelyet tigy
programoztak, hogy csak egy adott gyartotol szarmazo specifikus hardver- és szoftverkonfiguracio (adott esetében
irani urandusitok) esetén aktivalddjon.
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ehhez is sziikséges valami trigger — ezért a védekezo oldal pedig ezentil ennek felismerésére
koncentralt.??

A DeepLockernél azért nem lehet az aktivaciot kivalto trigger-t megtaldlni, mert az is titko-
sitva van, mégpedig egy mélyneuralis halozat alkalmazasaval. De nem csak azt fedi el ez az
MI, hanem a karokoz6 kddot, a konkrét célt, és az aktivalodas tipusat (arc? hang? hely? rend-
szer?) egyarant. A haromrétegli alca alatt csak akkor allitja eld az ,,inditokulcsot” (triggert),
amikor minden elvart koriilmény egyiitt all — &m akkor mar késé detektalni. A kutatocsoport a
fentiek demonstralasara az ismert WannaCry virust (zsarolovirust) alcazta a DeepLockerrel,
egy joindulatt videdkonferencia-alkalmazésba rejtve el a kartevot. Kivaltd koriilményként az
MI-modellt ugy képezték ki, hogy felismerje egy adott személy arcat, és csak ennek hatdsara
bontsa ki és inditsa be a virust.

A masik fontos modell a rajintelligencian alapul. Ennek kordbbi bemutatasa kapcsan (11.3.3.)
emlitettem, hogy egy bioldgiai ,,raj” szamitogépes implementacidja egy teljesen elosztott rend-
szer is lehet. Ahogyan az €16 rajkozosségek életképességét nagyban emeli a rajtudés, tgy a
virtualis térben is nagy eldny ez a képesség, foleg a kdzponti vezérlésii informatikai modsze-
rekkel szemben. Amikor ezt az elvet kibertamadéasokra hasznaljak, akkor a kérnyezetiikhoz al-
kalmazkod¢ viruskodok jonnek 1étre. A kiilonféle hatraltato tényezdoket a virusraj entitasai koz-
lik egymassal, ez alapjan 1j, javitott timado példanyok sziiletnek: az ehhez sziikséges modosi-
tasokat hozza létre az ujszerii tanulorendszer. Rdadasul ez a mddszer képes a rajintelligencia
kozos tudasat felhasznalni a kartékony kodok elrejtéséhez (mimikrijéhez) is. Tehat a tamado
kod, mint egy kaméleon, az adott kornyezetnek megfeleld legoptimalisabb technikat alakitja ki
az ellen, hogy megtaldljak. Ezek alapjan mar vilagos, hogy egy ilyen virusrajjal hatékonyan
lehet tomeges (robusztus) kart okozni egy vagy sok rendszerben, hiszen:

e arajnak nincs kozponti vezérldegysége;

e arajnak lehet kollektiv emlékezete, megoszthatja tudasat valamilyen stratégiarol (sike-
res/sikertelen) és ,,tanulhat beldle”;

e igyarajegyfajta kozosségi ¢s kommunikacios haldzatot hoz létre. Minden tag kiilonféle
modon kommunikalhat masokkal. (Az informacio ataddédhat kozvetleniil, kivalasztott
egyéneken keresztiil, egyénrdl alpopulaciora stb.);

e araj alkalmazkodasi képességét rejtézkddésre lehet hasznalni.

220 Vagyis a védelmi program automatikusan rakeres a ,,ha ez torténik, akkor hajtsd végre ezt” tipust kodsorokra,

azt megtaldlva a rendszer jelez, a szakemberek pedig megtalalhatjak a probléma forrasat.
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Tehat ha nagy nehezen észre is vesz a védelmi rendszer néhany viruspéldanyt, azokat hiaba
tavolitja el, mert az nem érinti a teljes raj mitkddését. Nyilvan egy ilyen tdmadas korabbi mas,
mar bevalt rosszindulati technologidk (férgek, malware-ek) modositasaval késziil, azok artd
tulajdonsagait nagyithatja fel oriasi mértékben.

Egy cseh kutatocsapat az osztravai egyetemen Ivan Zelinka vezetésével publikalt is egy
olyan virusstruktarat, amely ilyen elven miikodik.[121, pp. 207-224] Laboratériumukban ki-
sérleti mintat hoztak 1étre egy raj-malware megvalositasara. Konkrétan egy ,.klasszikus” bot-
net??! virusbol indultak ki. Ezt alakitottak 4t egy dnjavito-onreplikalo kartevéstruktirara. A cél-
hoz harom technologiat 6tvoztek: a szamitogépes virus alapelveit, a raj intelligencidjat és a
komplex halézati elemzési képességet.

Ezek utdn nézziink példat arra is, amikor MI-vel, de nem virus 4ltal jon létre a tamadas. A
sz¢lhamossagot (kibertéri nevén social engineering-et) példaul az MI rendkiviil jol tdmogatja,
épp embert utanzé alapjellege miatt. En kétfelé osztom ezt a digitalis csalasformat.’?> Az MI-
hasznald social engineering egyik része a valosag digitalis utanzasan alapul, nevezziik ezt
,utdnzo szélhamossag”-nak. Ide tartoznak a deepfake technikédk (MI-technologidk segitségével
meghamisitott videok), vagy a digitalis megszemélyesités. Régi példa erre az az eset, amikor
egy bankvezetd hangjat és beszédmddjat a banki beosztottaknak mesterségesen utanozva csal-
tak ki atutalasokat a timadok.[269] Az MI 4altal konnyen készithetd képek, szovegek, zenék és
videdk ma mar igen konnyen hasznalhatéak informacios miiveletekben is.?** Az MI alapt social
engineering masik részénél az emberek személyes, egyedi szokasrendszerének egyre tokélete-
sebb feltérképezése a kulcs, nevezziik ezt ,,kutatd szélhdmossag”-nak. Ez hasonl6 ahhoz, amit
a tudosok ,,a social engineering informaciogylijté fazisa’-ként emlitenek.[270]. Ezzel érzékel-
tettem a problémat, ezért a MI-alapu tdmadasok rendkiviil sokrétli tovabbi lehetdségei koziil

csupan egyet tartok fontosnak majd még megemliteni (V1.2.3. végén).

VI1.2.2. Az MI kiaknazasa tamadasra és védelemre

A IV.2. alfejezet elemzését nincs is szlikség tulmagyarazni, hiszen szinte kézenfekvo, hogy
az ott vazolt torzitasi komponensek egyben sériilékenységek is. Ott a megkozelités a tudattalan
hibaokozasra koncentralt, — de mindegyik megjeldlt aspektus tudatosan is haszndlhato egy M1

agensekkel felszerelt rendszer tdmadasara is.

221 Botnet — robot network. A tdmado virussal fertdzott szamitogépek seregét hasznalva tdmad.

222 A szakirodalom egyéb felosztasaitol (pl. [268]) ebben eltérek.
223 Léteznek miifajok, melyekhez nem kell j6 mindségli vided: pl. egy lejaratasnal elegendd a szatirikus utalas.
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Ebbdl a szempontbdl is kiemelendd az emberi aspektus. Az ember az M1 szempontjabol is a
,leggyengébb lancszem”, akar a fejlesztdi vagy tanitoi hibakat, akar a felhasznaloi hibakat néz-
ziik. Hiszen az emberi tényez0 lesz az, aki létrehoz valamilyen a sériilékenységet a rendszerben
(akar tévedésnek alcazva), a hat bemutatott szegmens egyikében. Hasonloan ahhoz, ahogyan
szandékosan hagyhat6 hats6 kapu egy hagyomanyos rendszerben (elrejtve), ugy ilyen jellegii
tervezetten torzitd rendszer sem elképzelhetetlen. Tehat az algoritmus, illetve a modell szintjén
is lehet tdmadni, pl. ugy, hogy a szabotdr egy kicsit hibasan programozza le a modellt, vagy
netdn a matematikai modellbe csempészik hibat. Vagy csak gyengébb modellt készit, mint a
rivalisok: hiszen a kibertérben kibontakozdban van ,,a matematikak Gsszecsapéasa”, ahol az a
kérdés, hogy melyik fél matematikaja a leheté legerésebb.??* Azonban egyelére joval egysze-
rlibb, igy joval valdsziniibb olyan jellegli szabotdzs, mely az MI-hez tarsulé hagyomanyosan
programozott részen hozza Iétre a hagyomanyos sériilékenységet, vagy akar a fejlesztd altal
valasztott hardverelemben van elére beépitett sériilékenység.

Ezeknél azonban 1ényegesebben ismertebb és jobban dokumentalt az adatmérgezés tipusu
tamadastipus, mely a tanitdadatokat, illetve a tanitasi metddusokat érinti.[271] Egy jol megter-
vezett tanulas-fert6zéssel elérhetd, hogy a rendszer néhany irdnyzottan rossz valaszt hozzon, a
tamado szandéka szerint manipulalva az M1 vélaszait vagy dontéseit. A tamadastipus inkabb az
MIKT-rendszereket érinti, hiszen hagyoményos védelemmel is ellatott zart fejlesztések esetén
csak szabotdr(6k) altal megvaldsithatd. MetaPoison néven erre is mutattak be demonstracios
fertézést [272], melyet az akkori Google-felh6 egyik API-jan teszteltek. Ez egy olyan altalanos
célu adatmérgezés-segitd keretrendszer, mely automatizélja a korabban inkabb emberi erével
torténd folyamatokat, és segitséget adhat egy tdmadonak akar finomhangolasi, akar nullarol
torténd tanitaskor végzett tamadas esetén.

Szot kell még ejteni itt nagyon réviden néhany egyéb tdmadasmodrol is. Az MI-vel kapcso-
latos félelmek egyik része azokkal az adatokkal kapcsolatos, melyeket egy nagy MI-szolgalta-
tas a felhasznaloktol megtanul. A neurdlis halo feketedoboz jellege miatt ezek ugyan nem ugy
hozzaférhetdek, mint egy tirlapon megadott (esetleg bizalmas) adataink, viszont képet adnak a
tamadonak rolunk, felhasznalhatja sajat MI-rendszerének betanitasahoz, de klasszikus kiber-
modszerekhez is alkalmazhatoak, példaul jelszotoréshez személyes adatokbol tippeket kaphat

beldle (erre célzott prompt-tal).[273]

224 A szerz6 (Da Silva) szerint ez egyben egy MI fegyverkezési verseny [271] — ami hasonlit az én felvetésemre
(VL.1.5)).
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Itt emlitendd, hogy a fenti modszerek azért hatékonyak, mivel erds aszimmetria valosul meg
benniik a tAmado javara. A rendszerek komplexitadsaval driasira nétt digitalis tdmadasi feliile-
teket nagyon nehéz védeni.[274] A tamado pasztazza a rengeteg lehetdséget, és talalhat benne
rést, legyen sz6 egy operacids rendszer vagy program sebezhetdségeirdl, vagy akar egy hard-
verelem gyenge pontjairdl. Ezzel 6sszecseng az a véleményem, mely szerint a hagyomanyos €s
az MlI-rendszerek biztonsagi szempontbol konvergalnak (IV.3.), hiszen ennek a hatterében is a
rendszerek atlathatatlan robusztussagat jeloltem meg.

Végil itt csupan emlités jelleggel sz6lok a védelmi teriiletrdl, hiszen errdl irtam bévebben
[175], és alapos elemzése nem sziikséges az itt megjelolt célhoz. El6szor is azt emelem ki, hogy
a tdmadasra hasznalhat6 modszerek mindegyike alkalmazhaté védelemre is. A tdmadasoknal
kihasznalt széles digitalis tamadasi feliileteket lehet javitasi céllal is szkennelni. A fentebb em-
litett timadas-demonstraciok segitségével kidolgozhatdak az ellenmddszerek. Masrészrol pl. az
embert utanzo social engeneering tdmadasokat egy Ml-alapii gyorselemzés konnyebben ki-

szlrja, mint a hagyomanyos program vagy egy faradt felhasznalo.

VI.2.3. A ,gépi érzelmek” néhany védelmi alkalmazasi lehetdsége

Az affektiv szamitastechnika példajaval jol demonstralhato volt az intelligenciafajtak sokfé-
leségének gépiesitése (1.4.), €s érdemes a védelmi technologidk valtozasara errdl a teriiletrdl is
hozni példakat. A korszakvaltds még jobban érzékelhetd abbol, ahogyan a gépek korabbi intel-
lektualis automatizmusa kiegésziil az érzelmek gépi felismerésével és utdnzasaval. Itt is érvé-
nyesek a fentebb vazolt COTS-adaptalt direkt katonai szintek az alkalmazésban, kezdjiik tehat
az attekintést ezzel a legjobban kutathato résszel: vagyis a vallalati szegmens feldl.

A jelenleg zajlo gépi érzelem (GE) fejlesztések alapjan a technologia terjedése céges kor-

nyezetben®?’

elébb varhato, mint a katonaiban. Erre az iigyfélkezelés érzelmet kifejezd chat-
botjaitol [276] a szorakoztatoipari €s kényelmi felhasznalasi modokig szamtalan példa hozhato.
Ezeket a civil alkalmazasokat is megvasarolhatjak, és COTS-ként alkalmazhatjak a fegyveres
erdk, példaul a szamitdgépes jatékok érzelmi képességei jol szolgalhatjak a komfortérzet ndve-
1ését a pihendido eltdltése soran. Ez nyilvan nem nevezhetd sajatosan katonai vagy védelmi
alkalmazasnak. Am miel6tt megnézziik, milyen sajatos alkalmazasi lehet6ségek kindlkoznak a

jovoben a GE képességeinek kiaknazéasara a fegyveres erdk és az allami hivatalok szdmara,

vessiink egy pillantast a katonai GE multjara.

225 Egy rovid, tomor felsorolast ad errdl pl. [275].
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Ahogyan az MI katonai alkalmazasdnak megjelenése utan nem sokkal kutatasok targya lett,
Gigy a GE katonai felhasznalasa is mar akkor felmeriilt, amikor még kevéssé volt ismert ez a
technoldgia. 2004-ben a DARPA mar ,,nem invaziv érzelemfelismerd rendszer (...) kifejleszte-
sere szolit fel, amely alkalmas katonai / operativ kérnyezetben vagy olyan kornyezetben torténo
telepitésre, amelyben az ellenség lehetséges fenyegetéseinek diszkrét megfigyelése kivana-
tos” ** Ez az érdeklédés napjainkig kiséri a fejlesztéseket, megjelenik a NATO 2020-as fej-
lesztési tervében is [3, pp. 52, 58], de még ekkor is csak az érzelem-input keriil fokuszba. Er-
dekes mddon az érzelem-output alkalmazhatosdganak vizsgalatat nem emliti a DARPA 2020-as
koltségvetése sem.[277]

Konkrét felhasznalasi modok az idézett forrasokban nem talalhatoak, ezért allitottam Ossze
az alabbi listat néhany példaval, melyben tobbszor utalok korabban (1.4.) leirt technologiakra.
Ezek sorrendje a kevésbé 1ényegesek feldl a fontosabbak iranyaba halad. A lista célja nem a
felhasznalasi paletta teljességének bemutatdsa, csupan a lehetdségek sokszinliségének felvil-

lantasa (ezeket az olvaso tovabb gondolhatja).

1. A kiképzés teriiletén foleg a mar meglévé Ml-alapu, esetleg VR??’-technologiaval meg-
oldott szimulacidoknak adott szarnyakat. Ha a szimulator érzékeli a résztvevok érzelmeit,
az egyrészt felhivhatja a kiképzd figyelmét olyan lappangd, enyhe fobidkra, vagy problé-
makezelési zavarokra, melyek ¢les helyzetben nagy kart okozva, varatlanul jelennének
meg, masrészt egy output GE-vel is ellatott program képes figyelembe venni a rossz be-
idegzddéseket és félelmeket, igy azoknak megfelelden tudja folytatni a szimuléciot (akar
ugy, hogy ezeket elkeriili, akar ugy, hogy kifejezetten hasonlé problémaékat és félelmeket
general). Harmadrészt, mivel a szimulalt arcok, emberi hangok, elhangzé megfogalmaza-
sok érzelmeket kozvetitenek, ezért bizonyos pszichologiai miveletek kivédésére is haté-
konyabb felkésziilést tesz lehetdvé. Végiil megemlithetd, hogy akar a tavoktatasi felada-
toknal is hasznos lehet, ha az oktaté automatikus visszajelzést kaphat a GE-szenzor altal
arrdl, hogy a hallgatok mennyire kdvetik az anyagot, mennyire tartjak azt megfelelonek.

2. Az egészségiigyi gyakorlatban szamos teriileten fontosak a tiinetek kifejezédései (affek-
tusai): az arckifejezések, az izomfesziiltség, a testtartds, a kéz- és vallmozdulatok, a be-

szédmintdk, a szivverés, a 1égzés, a pupilla kitdgulédsa, a testhdmérséklet.[40] Bevetés ta-

226 DARPA (Defense Advanced Research Projects Agency — Fejlett Védelmi Kutatasi Projektek Ugyndksége)
SB032-038, 2004. Szamos publikdcidban idézik ezt a helyet, de az azokban megadott forras mar nem ¢l, a doku-
mentum nem fellelhetd. Az idézet forrasa: [50, pp. 96].

227 Virtual Reality, azaz virtuélis valdsag.
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mogatasahoz egy szemiivegbe integralt szenzor és példaul egy EPU-stick segitheti a diag-
nozist orvos nélkiili helyzetben is, de ilyen helyzetekben egy testszenzoros rendszer
elemzé moduljaként is hatékonyan alkalmazhato a GE. Emellett kifejezetten katonai lelki
betegségek (poszttraumas stressz, szerzett fobiak) kezelésére jo ideje alkalmazzak a ha-
gyomanyos MI t — amely GE-vel bSvitve pontosan érzékelni képes a paciens érzelmi re-
akcigjat, vagy késziild panikrohamat a kezelés soran. Az ilyen kezelés is elsdsorban a vir-
tualis vilagok eldallitasara épiil, ahol a rendszer reakcioit, amelyet korabban a kezel6orvos
feliigyelt, automatikusan meghatarozza a GE, az el6z6 pontban leirt szimulaciohoz hason-
l6an.

3. Nemzetbiztonsagi hasznalataban a csoportos hangulatmérés-elemzés soran alkalmaz-
hat6 a GE. Hasznos lehet mind a sajat alloméany hangulatanak (kimeriiltségének vagy lel-
kességének) elemzésére, mind pedig a civil lakossag reflexiomérésére. Ez utdbbira egy
megvaldsult példa az Arab Emirségek egy érdekes fejlesztése. Egy érzéselemzo térfigyeld
rendszer telepitésétdl és hasznalatatol varjak allampolgaraik hangulatdnak jobb megérté-
sét, melyek az dllam dontéseinél figyelembe vehetdek.[41] (A jogi aggalyok kezelése per-
sze kérdéses.)

4. Rendészeti teriileten kihallgatdsok soran egészen bizonyos, hogy tiz éven beliil (beszer-
zési artol fiiggden) felvalthatja a hagyomanyos hazugsagvizsgalé berendezéseket a GE-
alapt kikérdezéstamogatas. Akar a vizudlis érzelemelemzési modszerek, vagy példaul az
aRadar (Id. 1.4.2.2%%) évrdl évre arnyaltabb képet ad a kihallgatott személyrdl (szorong,
diihos, titkol valamit stb.). Tovabbi elonye, hogy a vizsgalat rejtve is elvégezhetd — miutan
lekiizdotték ennek nyilvanvald jogi problémait.

5. Titkosszolgalati vagy terrorelharitasi céli hasznalatnal az automatikus célpont-azono-
sitas eddiginél hatékonyabb megoldasait valosithatja meg a GE. Példaul fokozottan bizto-
sitand6 helyszinen (fontos allami hivatal, bank), vagy kiemelt rendezvényeken segithet ki-
szlirni a gyanus viselkedést a mar emlitett videdjel- (arc-, testbeszéd-) elemzés és egyéb
szenzoradatok segitségével. Mivel a rendszer sok érzékeld adatait egyszerre, dsszefiiggést
keresve tudja analizalni, képes lehet olyan csoportos 6sszehangolt tevékenységre kovet-

keztetni, amit ember nem vehet észre.

228 Amint ott is emlitettem, a kutatasrol informacié — a fejlesztd cég beolvadasa miatt — jelenleg ugyan nem elér-
hetd, de valoszintitlen, hogy kidobtak. Vagy titkos hasznalata zajlik, vagy mas néven keriil majd valamikor forga-
lomba.
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6. Dontéstamogato és dontéshozé rendszerekben a GE alkalmazasa elkeriilhetetlen lesz,
hiszen a varhatd emberi reakciok progndzisa nem csupdn a puha miiveletek soran segit,
hanem az 4llomany éallapotanak figyelembevételével a harci moral javitdsdhoz is hozza tud
jarulni.

7. Informacioés és kibermiiveletek teriiletét egyiitt emlitem — és azért utoljara, mivel ez a
GE talan legijesztébb felhasznalasi modja. A kognitiv térben az érzelmi befolyasolas gé-
piesitése oridsi hatalmat adhat egy timadonak az ellenség emberei f616tt. Ezt a szintet meg-
kozelithetik a kibertér feldl: példaul olyan sériilékenységvizsgalatnal, ahol az emberi gyen-
geséget szeretnék tamadasra kihasznalni vagy a védelemnél figyelembe venni. Az érze-
lemanalizist az emlitett emberi gyengeségek szimulacioi soran tudja egy rendszer jol al-
kalmazni, igy az emberi tényezObdl eredd kibertéri kockdzatokat képes veszélyességi sor-
rendbe rendezni. Kibervédelmi oldalrol ez azt jelenti, hogy az ilyen kockazatelemzés alap-
jan sokkal arnyaltabban szabhatok meg az alkalmazando6 ellenlépések. A kibertamadasok
oldalarol pedig hozzésegit a célrendszer legérzékenyebb human biztonsagi réseinek meg-
talalasdhoz.[42] Hiszen kdzvetleniil a személyt elemezve, vizualis érzékeléssel lehet meg-
keresni a kulcspozicioban 1€vé emberek érzelmi sebezhetdségeit. Tomegek ellen pedig a
befolyéasolds megtervezéséhez és maximalis hatékonysaguva fokozasdhoz adhat alapot,
amelyhez akar a hagyomanyos médiumokat is bevonhatja a rendszer (pl. ujsag, szorolap,

pletykakeltés). Védelmi szempontbdl az ilyen manipulaciok felismerésére jo.

V1.2.4. Az autondmia katonai €s védelmi alapkérdései

Az atomkorszak fenyegetése nem mult el, de az emberek ma mar inkabb az MI altal vezérelt
autonom fegyverektol, a ,,gyilkos robotoktol” félnek. Ezzel szemben — mint latni fogjuk — a
valosag az, hogy a haladas altal nytjtott lehetdségekkel egyelére nem a hagyomanyos katonai
teriileten lehet leghatékonyabban visszaélni. A ,,gyilkos robot” kifejezés eleve félrevezetd. Hi-
szen a robot szot lehet ,,eszkdz” és ,,dontéshozo alany” egyarant. Az elébbi esetben a ,,gyilkos
kés”-sel allithatdé parhuzamba, a masodik a ,,gyilkos ember’-hez hasonlatos képzeteket sziil.
Sok kontextus ez utobbit probalja meg sugallni. Ebben a sugalmazasban azonban a disztopikus
fantasy irodalom keveredik a valosaggal, ezért sziikséges a kérdést helyretenni. A tiltakozas és
a félelem hattere tehat, hogy a mai technoldgia lehetdségeit keverik az elképzelt, sajat tudattal
rendelkezd gépek mitoszaval.

A fejezet eddigi elemzéseiben kimutattam, hogy az MI a puha miiveletek teriiletén rendkiviil

jol hasznalhato, nem tértem ki azonban a kemény miiveletekben vald bevetéseire, illetve azok
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szunnyadoé potencialjaira. Ez utobbi témaval terjedelmes irodalom foglalkozik, melynek recen-
zidjat sem kivanom itt nyUjtani, csupan sajat aspektusomra szoritkozom: Osszevetem az MI
kemény és puha miiveleti lehetdségeit. Ehhez az autonomiarol végzett vizsgalataim (I11.) fona-
lat veszem fel, melyet az automatika és az autondmia hibazasaval kapcsolatos elemzés végén
(IV.3.) elkezdtem tovabbgondolni — ezt a gondolatsort szeretném itt befejezni.

A gépi szabadsag lehetdségeinek vizsgalata ramutatott, hogy a jelenlegi vékony MI valgja-
ban inkébb egy fejlett automatika, melyre az 6nvezetd autdk hivatalos besoroldsa sem az auto-
nomia szot hasznalja (II1.3.2.). Tovabba bizonyitottam, hogy egy fejlett erkolcsi érzékkel ren-
delkez6 ember szabadsaga egy gépben nem utanozhat6 le, egyrészt azért, mert annyira lényegi
kiilonbség van a gépi €s az emberi autonémia kozott, masrészt mivel a vilag leképezése nem
lehet az ehhez sziikséges mértékben objektiv (I1L1.5.). Ezeket figyelembe véve megallapitottam,
hogy a jelenlegi vékony MI-megoldéasok tudatra ébredésétdl nem kell tartani. SGt, a mai rend-
szerek valdjaban nem képesek az emberi szandékkal ellentétesen sem tevékenykedni. A hirek,
melyek 1dordl idoére ilyen esetekrdl tuddsitanak, valgjaban inkabb bulvarositanak, nem pedig
,tudos’-itanak. A pontos dokumentacidkat ugyanis nem adjak kozre, pedig azokbol feltehetd-
leg vilagos lenne, hogy vagy az alkotdk tudatosan tanitottdk a gépet arra, hogy tehet olyasmit
is, amit a netikett nem részesit eldnyben, vagy pedig nagyon rosszul tervezték meg azt, hanya-
gul végezték el a munkdjukat. Ezen a téren viszont nincs eltérés a hagyomanyos, programkod-
dal tizemeld gépektdl, ahol épp igy elképzelhetd hanyagsag vagy szabotazs (IV.3.).

Ezeket alkalmazva a fentebb bemutatott kétféle miiveletre, vilagossa valik, hogy sem a ke-
mény miveletek tamogatasara bevetett M1, sem a puha miiveletekre alkalmazott neuralis (vagy
egyéb) tanulo6 rendszerek ,,elszabaduldsa” még jo ideig nem lehetséges olyan értelemben, mint
ahogyan azt a disztopikus miivészeti sci-fi vagy fantasy abrazolasok bemutatjdk. Emellett va-
l6ban nem minden innovacidnal garantdlhato, hogy az MI etikdjanak hivatalos megkozelitéseit
és elvart iranyelveit?® tartja szem el6tt, és teljesiti a robotetika az ,,alulrol” vagy , feliilrél” 2*°
fejlesztésével kapcsolatos elvarasokat. Valdjdban azonban sokkal konnyebb, hatékonyabb, ol-
csobb ¢és realisabb lenne hagyomanyos, programozott médon valdsitani meg valami gonosz vi-
laguralmi vagy viladgelpusztito tervet, — erre remélhetdleg a modellek bonyolultsaganak érzé-
keltetése (I1.) elegendo érv. A disztopikus alkotasok gyakran ssze is mossak a hagyomanyos

¢s Ml-rendszereket (V.1.2.), vagy pedig gy humanizaljak a gépeket, mint ahogyan a kutyakba

22 Erre szamos példa talalhato itt [278].
230 Feliilrdl tanitva szabalyokat mondunk a gépnek, alulrol a gép fedezi fel a szabélyokat. E tekintetben egy atfogd
EU-s jelentés: [279, pp. 90-91].
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vagy mas hazi kedvencekbe vetit bele a gazdajuk szamos emberi vonast, amely nem létezik. A
jobb miialkotasok a gépek elszabadulasat az emberi hibakkal hozzak osszefiiggésbe, melynek
fontossagat magam is hangsulyoztam (IV.2.2.), — de mivel ezek a gépek elektromosak, ezért
joval konnyebben megfékezhetdek, mint példaul egy genetikai kutatas soran tortént hibazas.

Nézziik meg kiilon-kiilon 1s a kétféle miivelettipust. A kemény miiveletek soran elészor is
meg kell allapitani, hogy a valésagban olyan szamu nem vart tényezd 1ép fel, mellyel egyeldre
egy legkomplexebb szenzorrendszerekkel timogatott fedélzeti szamitdgép még nem igazan ké-
pesek megbirk6zni az MI eréforrasigénye miatt. De ennél sulyosabb az erkodlcsi probléma, mely
az autonom fegyverrendszereket korbelengi, ennek megvalaszolasahoz pedig az autondmia-
vizsgalatok masik részére sziikséges visszautalnom (II1.4.1., mely III.2-n alapszik). Mert ha
majd meg is birkdznak ezek a robotok a széllel, a latasi viszonyokkal,az ellenséges zavarassal,
akkor sem gy fognak ténykedni, mint egy vérszomyjas allat, aki a gyilkolas 6roméért 61. Akkor
is kozkatonaként fognak parancsot teljesiteni, ha a cél bemérését €s likvidalasat, valamint sajat
kitéré mozgasaikat maguk hajtjak végre.”*! A kemény miiveletet nem csak végrehajthatja, ha-
nem tdmogathatja is az MI, ezért sokan attol félnek, hogy egy ilyen gép magatol 16 ki példaul
rakétakat, melyek miatt a harcok elmérgesednek. Csakhogy a parancsnoki dontéstamogatd
rendszerek felépitésiikbol adédoan eliminadlva vannak ettdl, mivel nem létezik olyan helyzet,
amikor eldnydsebb, hogy egy ilyen stlyos, a sajat orszagra is katasztrofalis dontést (az ellenta-
madas miatt) a gépi szubjektivitds donthessen el. Ezt minden sereg tehat sajat érdekébdl is az
emberi (politikai, katonai felsdvezetdi) szubjektivitasra kell, hogy bizza.?*? Az az eset, amikor
szamitogépek a fizikai térben, emberre is artalmas fegyverekkel harcolnak egymas ellen nem
zarhato ki egy tdvolabbi jovOben, — am ehhez sem sziikségesek MI-rendszerek; ugyanez a féle-
lem az atomkorszakot is jellemezte mar.

Ez nem jelenti azt, hogy az ilyen onvezetd jarmiivek nem veszélyesek olyan szempontbol,
hogy elromolhatnak, vagy megsériilve veszélyesen mitkodnek. Csakhogy ez a hagyomanyos
robotok esetében veszélyesebb. Hiszen ott lehetséges, hogy az irdnyité modult tartalmazo rész
sériil, de a tlizelést szabalyoz6 modul nem, igy az eszkoz folyamatosan tiizel, ha mozgast érzé-
kel, és nem lehet leallitani. Ennek sokkal kisebb a veszélye egy neuralisan tanitott gépnél, mi-
vel, ha a mélytanulo sejtek egy része fizikalisan sériil (pl. mert a harom GPU koziil, melyen fut

a rendszer, az egyik kiég), akkor konnyen az egész hasznalhatatlanna valhat, 6sszeomolhat,

21 Vagy pl. az amerikai ACE koncepciéban miikédo 1égitdmadas, melyben egyetlen pilotat autonom eszk6zokbol
allo raj kisér, megsokszorozva iit6képességét.[280]
232 Tlyen dontés nem lehet objektiv, csak a ,,rendelkezésre all6 informéciok alapjan legjobb” dontést hozhat akar

ember, akar gép, ezért tudomanyos értelemben valo objektivitds nem meriilhet fel.
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hiszen a tanult valasz nem képes lefutni.>*> Ha nem fizikai sériilés torténik, vagy csak kevés
neuron sériil, akkor pedig a tanult képességekben (pl. alakfelismerésben) torténik mindségi
romlas, amelyet a rendszer felismerhet, és vagy javithat vagy biztonsagi modra valt-
hat [282] [283]. Tehat valojaban a hagyomanyosan programozott harctéri robotok veszélyeseb-
bek, mint a neuralis tarsaik.

A fentebb azonositott fontos tényezdk: a nagy erdforrasigény, a fejlettség és az 0sszefliiggd
neuralis miikddés a puha miiveleteket nem hatréaltatja. Azért is van jobban elemében az MI a
virtualis térben, mivel ott 1épnek fel az eszkdz mozgatasat és tajékozddasat nehezité kompo-
nensek, mint a fizikai robotoknal. Masrészt, amint azt a fejezet eddigi részében kifejtettem, az
informacios, gazdasagi és pszichologiai miiveletekben, emberutanzé jellege révén, igen haté-
konyan hasznalhato az MI és a GE. Harmadrészt ezek az alkalmazasok nem a jové disztopikus
latomasai, hanem jelen vannak vagy lehetnek életiinkben. Es mint koztudott, egy veszélyes 1é-
tesitmény (pl. a legtobb magas rendelkezésre allasu IT rendszerrel ellatott objektum) elleni ki-
bertdmadas hatasa lehet tragikus a valds térben is, hiszen okozhatja ingdséag, ingatlan vagy hu-
manero6 sériilését vagy elvesztését. Ezért allitom, hogy egy ideig még sokkal nagyobb veszélyt
képvisel az M1 a puha miiveleti térben, amely ellen nincsenek nemzetkozi tiltakozasok ¢s ENSZ
nyilatkozat, mint a gyilkos robot nevii ,,mumus” ellen, amellyel korunk miiszakilag kevésbé

tajékozott tomegeit riogatjak.

VI.3. ELNIES VISSZAELNI A DIGITALIS TERBEN

Az el6z0 alfejezetek tagabb elemzéseit itt a digitalis visszaélésekre szlikitem. Olyan erdér-
vényesitési formakra koncentralok, melyeket a szdmitogépes halozatok tesznek lehetévé, me-
lyek ereje — ezzel egyiitt a visszaélések kifinomultsaga is — az MIKT 4altal a jovében varhatéan
megtobbszordzodik (I1.1.). A digitalis visszaélések elterjedt megkdzelitését a virtualis erokoz-
pontok modelljére (VI.1.2.) alapozva lehet komplexebbé tenni. Ehhez a terminologidk tiszta-
zasa utdn a visszaéléseket a szokdsosnal szélesebb perspektivaban vizsgadlom. Végiil az orosz

példan keresztiil elemzem a témat.

233 Megjegyzés: joval a kutatas lezarasa utan, 2025 nyaran megjelent egy 1j, hierarchikus érvelési modell (Hierar-
chical Reasoning Model, HRM), mely hasonléan alhalozatokbdl épiil fel, mint az emberi agy, illetve a hagyoma-
nyos IT rendszerek. [281] Ilyen HRM-ek esetén, pl. ha az alrendszerek fizikailag is elkiiloniilnek, akkor ezek
részleges sériilésére nem vonatkozik ez az érv. Am egyrészt a gondolatmenet e nélkiil is igazolhaté, méasrészt a

HRM-ek valodi implementacionak terjedése esetén lesz a kérdés vizsgalhato.
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V1.3.1. Szuverenitas, 0koszisztéma ¢€s tekintélyelviiség
a digitalis térben

A digitalis visszaélések témakdre két oldalrol kozelitheté meg: (1.) a jogérvényesités feldl,
és (II.) a jogserelmek feldl. Az els6 terén inkabb a gazdasagi szerepldk és az allamok érdekei
¢s igényei érdekesek, a masik szempont az emberi jogi szempontok alapjan vizsgalodik. Alabb
el0szor vazolom, hogy a szakirodalom fogalmai inkédbb az utébbi megkozelitéshez kapcsoldd-
nak, ezutan térek ra a két aspektus egyiittes vizsgalatara.

A jogérvényesités (1.) oldalarol a digitalis szuverenités (digital sovereignty) fogalmat hasz-
naljak. Egyszertien fogalmazva a digitélis térben valo cselekvési és dontési képességet értik
alatta. Egy 2018-as németorszagi IT-csucstalalkozo meghatarozasa szerint: ,,Egy dallam vagy
szervezet digitalis szuverenitdsa abban dll, hogy a tarolt és feldolgozott adatai felett teljes korii
ellendrzése van, illetve énalloan dont arrdl, hogy ki férhet hozza.”[284, pp. 6] Tehat ez a digi-
talis szuverenitas sériil, amikor valamely tényezo (ebben a térben) a sajat érdekeit a tobbi szu-
verenitasi igény folé sorolja, és ezt a tobbiekkel szemben valositja meg.

Az ilyen szuverenitas egy megfeleld digitalis 6koszisztéma (digital ecosystem) kialakitasa
altal valosithatdo meg. A kifejezés jelentése, hogy aki valds gazdasagi tényezd, annak sziikséges
a digitalis vilagban vald megjelenését is gy szerveznie, hogy az egy elosztott, alkalmazkodo,
onszervez0dd, mérhetd és fenntarthatod tarsadalmi-technikai rendszerként miikodjon.[285, pp.
14] Az ilyen rendszerek versenyben vannak, vagyis azok a vallalatok, akik idejében felismerték,
hogy digitalis potencialjukat rendszerként szervezzék meg, azok elénybe jutottak a tobbiekkel
szemben, a piac ,,farkastorvényei” szerint. A digitalis technologiakkal ugyanis olyan 1j tizleti
okoszisztéma is létrehozhatd, amellyel Gjra lehet értelmezni egy iparag mukodését. Akik vi-
szont nem csatlakoznak egyetlen digitalis dkoszisztémahoz sem, vagy nem épitenek sajatot,
azok konnyen elvesztik korabbi pozicidjukat, még ha vezetd helyen alltak is (pl. Nokia [286]).

Masrészrél nem csupan vallalatokra, hanem allamokra is igaz, hogy a digitéalis szuvereni-
tasnak a megfeleld szinvonalt digitalis 6koszisztéma sziikséges, amde nem elégséges feltétele.
Vagyis a jo digitalis 6koszisztéma lehet6vé teszi ugyan a sajat akarat érvényesitését a digitalis
térben, azonban nem garantélja, hogy az érvényesiilni is fog. Igazabdl az allami rendszerek e
tekintetben csupan kovetni tudjék a piaci erdket, igy evidens, hogy atveszik az ott kialakitott

modszereket. Sajnos, az EU el kell, hogy ismerje lemaradasat mas allamokhoz képest digitalis
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okoszisztémajanak tekintetében [284, pp. 4], és hazank sem élenjard ebben, habar a probléma
felszdmolasa folyamatban van.?3*

Ratérve a jogsériilés (I1.) oldalara: ezt a kérdést a digitalis tekintélyelviiség (digital authori-
tarianism) kifejezéssel kozelitik (els6sorban amerikai jogvéddk). Van, aki kifejezetten a ,,te-
kintélyelvii kormanyzas fokozasdra vagy lehetoveé tételére szolgalo technologiak” -at [287] érti
alatta, de ezt inkdbb arra alkalmazzak, hogy egyes orszagok kiilonféle antidemokratikus gya-
korlatokat épitenek ki digitalis technologidk segitségével. Ez a megkdzelités az allam bizton-
saga szempontjabol abban a felismerésben valik érdekessé, hogy minden kutat6 igen baljosnak
tartja sajat (nyugati) orszagara nézve is egy masik allam belsé (6nnon polgarai ellen elkovetett)
digitalis visszaéléseit. A helyzet ugyanis erdsen ironikus, hiszen azokat a nyugati vildgban ki-
fejlesztett digitalis technologidkat, melyeket az emberi szabadsag virtualis kiterjesztéseként tin-
nepeltették megalkotoik, a vilag mas részein épp az egyéni szabadsag ellen hasznaljak fel és
fejlesztik tovabb. Igy meghaladhatjak a demokracidk képességeit, amelyek épp 1ényegiik (nyi-
tottsaguk) miatt kdnnyebben sebezhetéek a digitélis térben.?** Ehhez adédik hozz4, hogy a til-
sadgosan egymastol fliggd gazdasagi és pénziigyi rendszerek ¢€s ellatasi lancok nehezitik az ilyen
orszagok elleni nemzetk6zi szankciokat vagy egyéb puha miiveleteket. Ezek alapjan realis ve-
sz¢ly lehet, hogy egy allamban zajl6 belsé folyamatok akar at is formalhatjak a fennallo labilis

globalis hatalmi egyensulyt, mégpedig a demokraciak karara.

VI.3.2. A digitalis visszaélés iranyai az er6kozpont-modell alapjan

A II. megkozelités szakirodalma alapjan a digitalis visszaélés harom iranya bontakozik ki:

1. Allami szervek hasznalhatjak belfoldon tarsadalmi csoportok és sajat polgaraik ellen;

2. Atadjak (exportaljak) kiilfoldre, és ott a kiilfoldi allam az 1. pont szerint alkalmazza. Ez-
altal raadasul erdsodik a kotelék is ezek kozott az allamok kozott;

3. Allami szervek vetik be kiilf6ldon a masik allam polgarai, csoportjai, vallalatai ellen, eze-

ken keresztul tamadva a masik allamot.

Ez a megkozelités azonban a ,,térugras” modszertani hibajat koveti el, mivel a virtudlis tér
hatdsainak vizsgalatahoz a fizikai térben marad, és az allami er6koézpontokbol indul ki. Az
egyik tanulmany talmegy ezen egy Iépéssel, és negyedikként a vallalati szféra altal hasznalt

vagy dotalt technolégiai visszaélést is emliti (pl. rivalis érdekcsoportok ellen).>*¢ Véleményem

234 A 2022-es helyzet alapos, dnkritikus és eléremutatd elemzése: [285, pp. 32-104].
233 Id. https://www.power3point0.org/about/ - ez a szervezet a jelenség dokumentalasaval foglalkozik.
236 Mely szerinte demokratikus orszagok beliigyként kezelhet8.[288, pp. 2]
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szerint azonban ennek a nem allami aspektusnak precizebb kibontasa sziikséges, amit a virtualis
erékézpontok (VI.1.2.) alapjan tehetiink meg, amivel a ,,térugrasi” hibat is elkertiljiik. Figye-
lembe kell venni, hogy a ,,belfold” és ,.kiilfold” térbeli keretei itt mar nem mindig értelmezhe-
t6k, sét a nemzetkdzi szervezetek is kihasznalhatoak. Igy a digitalis visszaélések a kovetkezd
irdnyokkal egésziilnek ki:
1. Erds vallalati er6k ,,belfoldon” vetik be, mozgalmakat dotalva vagy kozvetleniil;
2. Erds vallalati erdk ,.kiilfoldon” az adott orszag sajatossagainak megfeleléen vetik be;
3. Fiiggetlen kis csoportok vetik be, altalaban aszimmetrikus miiveletként;
4. Allami szervek sajat vagy globalis véllalat(ok) ellen vetik be;
5. (+ A nemzetkozi szervezeteken keresztiil gyakorolt nyomas lehetdsége.)

Szemléltetésiil a 18. szamu abran két elképzelt dllam segitségével mutatom be az allami és

a nem allami virtualis er6kozpontok digitalis visszaéléseinek lehetséges iranyait (tipusait).

Fanatikus mozgalom
vagy kisvallalat

18. abra: : A digitdlis visszaélések f6bb iranyai (sajat készités)

Lathato, hogy Topia exportalja a technoldgiakat (2), beveti sajat polgérai ellen (1), és Lapia
ellen is alkalmazza (3), mind polgarain keresztiil, mind kozvetlenebb moédokon a mésik allam
vagy annak vallalatai ellen. A véllalati er6 Lépia allami hivatalai ellen akéar annak polgarain
(5a.) vagy vallalatain (5b.) keresztiil is kovethet el digitalis visszaélést, tovabba ,,sajat” allama
¢s a topiai polgarok ellen is (4). Jeloltem még a (fanatikus) fliggetlen mozgalmak, illetve ag-

ressziv kisvallalatok aszimmetrikus miiveleteit (6), valamint az allam vallalatokra gyakorolt

219



nyomasat (7). Az attekinthetdség érdekében el kellett hagynom mindezek elleniranyait (termé-
szetesen a valds helyzet vektorai minden er6kdzponttdl mind felé mutathatnak), és nem jeldltem

a nemzetkozi szervezeteket (8). Az irdnyokra alabb az arab szamokkal hivatkozom.

V1.3.3. Az orosz modell elemzése

A fentiek szemléltetésére és a nyomasgyakorlas paradigmavaltasara (VI.1.) az orosz allam
digitalis védelmi modelljét mutatom be, annak tulzasaival és indokaival egylitt, mely 6nmaga-
ban is hasznos ¢s aktudlis informaciokkal szolgalhat. Ez a digitalis tekintélyelviiség szakirodal-
manak egyik 6 kutatasi teriilete (a kinai modell mellett). A kinai és az orosz modellek kdzotti
egyezés, hogy egyik sem a nyugati liberdlis demokracia elvei szerint hasznalja a digitalis lehe-

237 az elért eredményeket (2-es irany). Az eltérés azonban

toségeket, ¢s mindkettd exportalja
jelentds. Mig a kinai egy impozans, de koltséges technoldgia, mely egy totalis kontroll iranyaba
fejleszt, addig az orosz modell inkabb azokra a teriiletekre koncentral, amelyek olcsébban biz-

tositanak digitalis kontroll- és befolyasolasi lehetdségeket.[290]

(1.) Az orosz dllami mesterséges intelligencia helyzete

A puha technologiak jovéje, az MIKT lenne a legjobb az orosz modell bemutatasara, am itt
csak az MI helyzetét van hely vazolni. Putyin elndk 2017-ben kijelentette, hogy az lesz a vilag
ura, aki az MI-szféraban atveszi a vezetést, [291] ugyanakkor azt is mondta, hogy jobb lenne
megakadalyozni, hogy valaki rategye a kezét ennek monopoliumara. Az utobbit elérni — a draga
vilagelsdség helyett — a modellbe illik: ehhez elég példaul az UNESCO Mli-etikai bizottsagaban
a vezetd szerep megszerzése>® (8-as irdny).

A technologiai hatranyt azonban nem lehet csupan politikai stllyal kompenzalni, ezért mar
igen régen probalnak a vildgpiacon MI-termékekkel is megjelenni.?>® A vilagelséségtél tavol
vannak, de szdmos eredményrdl olvashatunk.?*’ Bar folyamatosan emelkedik a szféra timoga-
tasa, még messze elmaradnak a kinai MI-szinttdl. Kevés a kimagaslo teljesitményti MI-alkal-
mazas (azért akad®*"), és tudomanyos attorésekre gy tiinik, nincs erejiik. Am az orosz digitalis

visszaélési modellhez ez is megfelel. Ezt mutatjak a belfoldi (1-es irany) példak — a Navalnij

237 A posztszovjet orszagokon kiviil a vilag 26 orszagat emliti.[289, pp. 95]

238 Az Orosz Foderacio UNESCO-bizottsaga 2020-ban létrehozta a Mesterséges Intelligencia Etikai Bizottsagat,
amely az UNESCO-n beliil tanacsad¢ testiiletként szandékozott mitkddni.[292]

239 A digitalis visszaélésre alkalmas MlI-technoldgidkat mar 10 éve is exportaltak nyugatra. Ld. [293].

240 PI. Center for Naval Analyses hirajsagjaban is szdmos konkrétum olvashaté https://www.cna.org/our-me-
dia/newsletters/ai-and-autonomy-in-russia (Letdltve 2023. 01. 18)

241 1. j6 mimik4ji humanoid https://promo-bot.ai/robots/robo-¢/ (Letdltve 2023. 03. 17)
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ellenzéki képviseld mellett tlintetdk azonositdsatél a hadkotelességet elkeriilok lefiilelé-
s€ig.[294] A modell tehat miikodik, az orosz févaros és Szentpétervar a kinaiénal joval kisebb
IoT kameras lefedettsége mellett is.2** S6t, felzark6zoban van olyan Gijabb alkalmazasok altal,
mint a par honapja bemutatott Oculus®?®, mely az MI segitségével keresi meg a neten a tor-
vénybe itk6z0 tartalmakat vagy titkositasokat.

A harci alkalmazasokban nem ez a helyzet. Nyugati elemzdk szerint az ukran invazidban
olyan kézenfekvd teriileteken sem lathaté az MI-hasznélat latvanyos eredménye, mint a puha
(pl. informacios) miveletek, vagy a katonai dontéstamogatas.[296] Kérdéses tovabba, hogy az
MI-technologiai fejlesztések jelenleg tervezett rohamos litemét képesek lesznek-e tartani a be-
szerzéseket sujto szankciok, és az agyelszivas mellett. Szkeptikusok a kutatok a tekintetben is,
hogy a biztositott driasi allami forrasokat sikeriil-e a haboru ellenére biztositani, illetve jol fel-
hasznalni, hiszen a nagy fejlesztések eredményességét sem az allamilag tdmogatott vallalatok,
sem pedig az akadémiai kutatdsok nem képesek szerintiik garantalni (ezért olyan kevés a sza-
badalmak szdma).2*

KUB-BLA felderitd harci dronokban.[298, pp. 3] Tehat az orosz MI egyelére nem rikito, de

A szkepszis ellenére azonban sikeresen alkalmazzak az MI-t, példaul a

nem is lebecsiilendo.

(2.) Az orosz intranet

A digitalis tekintélyelviiség szakirodalmaban ardnytalan hangstlyt kap az internet lekapcso-
lasara iranyuld torekvés, igy kénytelen vagyok erre alaposabban kitérni, mivel ezt a beallitast
félrevezetonek tartom. Tény, hogy 2021-ben lekapcsoltak a Runet orosz halozatot egy
idére [299], és mér 2019-t81 folynak erre iranyuld, hivatalosan elismert tesztek.** Ez a torekvés
éveken at csak erdlkddés volt: példaul, ha valamit tiltottak, akkor mas sem miikodott.*® Méra
azonban egyre tobb oldal vagy szolgaltatas tiltasa sikeres, tehat egyre nehezebb megkeriilni az
orosz allami akaratot mind torvényileg, mind technikailag.

Am véleményem szerint helytelen ezek alapjan az orszag digitalis levalasztasara koncent-
ralni. Sokkal logikusabbnak tlinnek az olyan megfogalmazasok, melyek szerint a vezetés az
orszag digitalis szuverenitasat egy orosz intranet megvalositasaban latja, melyben az orszag a

vilaghalo egészéhez csak a felligyelt atjarokon keresztiil kapcsolodik. Szemléletesebb a digitalis

242 Moszkvéaban 213 ezer koriil van a szamuk, Szentpétervaron ezer fre 12,7 felderité eszkoz jut. Ld. [295].
2432023 februarjaban, Id. https://www.interfax.ru/russia/885877, Letoltve: 2023. 03.12.

24 Az er6s korrupcios lehetdségek miatt. Ld. [297].

245 Ekkor még a felhasznalok (allitélag) nem észlelték.[300]

246 P1. a Twitter tiltasdnak egyik probaja az egész internetet belassitotta. Ld. [301].
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vasfiiggony?*’ elnevezés, melynek iizemeltetése nem okoz gazdasagi sokkot (aminek oka az
orszag fliggésége). Erdekesség, hogy a ,,lekapcsolas”-bol adodé gazdasagi karok szakirodalma
igen ellentmondasos (talan része lett az informécios miiveleteknek). Van 2022-es becslés, mely
szerint egy internetleédllas becsiilt kara egy nap alatt 442 milli6 dolléar volt [303, pp. 169], mas
forras szerint 6sszesen 861 millid dollart vesztett az orosz allam a ledllitasok miatt 2022 elsd

1*** Annyi biztos, hogy hivatalos nyilatkozatok szerint nincs meg az

harom hoénapjaban.[304
orszag internet nélkiil.>*’ Tehat valosziniisithetd, hogy keriilik az ilyen 4ldozatos védelmet.

Az a tendencia tehat, hogy a kézbentartottsag legyen a vezérelv. Ez a digitélis levalasztast
csak vészhelyzetekre tartogatja, akarcsak a kemény miiveleteket a hibrid hadviselési szemlélet.
A kézbentartottsag altal a megszerzett adatok elemzése sajnos a polgarokrol val6 adatgytijtésre
is alkalmas, illetve ujabb és ijabb tartalmak, tartalomtipusok sziiréséhez (1-es irdny) vezetett.
Az ilyen targyu torvények egyre tobb olyan weboldal €s szolgaltatas ellen tesznek lehetdveé jogi
fellépést, melyek a hivatalos allasponttol eltérnek.?>® Sorra szankciok vagy letiltas ala keriilnek
(7-es irany) azok a szolgaltatok, akik nem tesznek eleget a torvénynek és nem engedélyezett
hirek vagy ellendrizetlen tartalmak elérési lehetdségét nyujtjak. Egy ideig a lakossag VPN?*!-ek
hasznélataval keriilte ki a megfigyelést és korlatozast. Am 2021-t61 letiltottak azokat a VPN-
vonalakat is, melyek lizemeltetdi nem voltak hajlandok Osszekapcsolni szolgaltatasaikat az
FGIS adatbézissal.>*?

A visszaélések mellett sziikséges ramutatni, hogy mindebben egy digitdlis szuverenitasi
igény csap Ossze a kiilonféle érdekek térségre kényszeritésével. Ebben a felek sajat digitalis
erejiikkel igyekeznek nyomast gyakorolni az orosz lakossagra, akiknek igy valodi szabadsaga
nemigen marad. A szuverenitdsi igény nyilvan a kiilfoldi szerverektdl és szolgaltatasoktol valod
teljes fiiggetlenséget is célozza, amint azt példaul a sajat, orosz biztonsagi tantsitvany beveze-
tésére [307] vagy a szoftverek fiiggetlenitése?> iranyulo torekvések példai mutatjak.

A kiils6 nyomasgyakorlas hatuliitéje, hogy a bels6 visszaéléseknél kihasznalhatd: megideo-

logizalhatdak a torvények, ha ,,ezek ellen a kiilfoldi iigynokok ellen” szolnak. A politikainal

247 Mas neveken ,,sziliciumfiiggdny”, ,,internetes vasfiiggény”.[302]

248 Megjegyzendd, hogy a NetBlocks nevii angol csoportra hivatkozik, 4m a csoport weboldalan a cikkek megje-
lenése koriil nem talalhato ilyen kalkulacid. A tilz6 szamot mégis tobb portal atvette.

2% Lavrov kiiliigyminisztert idézi: [305].

250 Szamtalan példat hoz kiilonboz6 visszaélésekre a Freedom House civil szervezet jelentése.[306]

2! Virtual Private Network — ehhez csatlakozva elrejtheték azok a digitalis adatok, melyekkel egy szolgaltatas
hasznalodja beazonosithato.

232 Federal Government Information System: allami ellendrzés ald vonja a VPN-identitédst és az adatforgalmat is.
253 Még az MS Windowst is cserélik.[308]
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tanulsdgosabb példakat lathatunk erre a vallalati szféraban, hiszen az orszag ilyen nem allami
szereplokkel is évek ota harcban all (5-6-o0s irany). Most pedig, az Ukrajna elleni kemény mii-
veletekre reagélva, a vallalatok beleélltak a harci helyzetbe. Példaul a Meta vallalat ugy enyhi-
tette az ,,er0szakos fenyegetések”™ szabalyait, hogy az orosz megszallok halalat kivanni mar nem
jar biintetéssel [302], a Microsoft pedig nem enged hozzaférést a szervereihez.[309]Az ilyen
puha miiveletek azonban csak a nyugati hirekben hangoznak jol, Oroszorszagban az allami
kommunikacionak adnak municiot. Hasonloképp egyes cégek szankcionalis kivonulasa is ked-
vezhet az orosz vezetésnek, példaul az Instagram tavozasa utan bejelentették annak orosz alter-
nativajat a Rosgramot [310], melynek igy onként adtak at a piacot €s ezzel egylitt az informalas
lehetdségét. Sokkal hatékonyabb az a modszer (pl. a Twitter, a Facebook ¢s a BBC alkalmazta),
mely az orosz kdzonség szamara szolgaltatasabol egy, a Tor bongészon keresztiil (inkognito-
ban) elérhetd verziot készitett el.[311]

Ezzel igen érdekes 01 mozzanatra tudok ravilagitani a hibrid er6érvényesitésben: a kissé al-
vilagi, korabban kétes tigyletekre hasznalt ,,dark web” valik az informaciés miiveletek hivatalos
kiizd6terévé. Oroszorszag a maga részErdl pedig legalizélta a szoftverkalozkodast, a fent emli-
tett Microsoft-tiltas miatt. Ehhez adddhat idével a digitalis valutak legalizalodasa a nem hiva-
talos hibrid muveletek tamogatasahoz, és igy az internetszabadsag etikai paradoxonokba ful-

ladhat.

(3.) Az orosz modell kialakulasa, jellemzoi és a szuverenitas esélye

A helyzetképek utan egy kis oknyomozo torténelem. Az orosz modell gyokerében az 4ll,
hogy évtizedeken 4t tudott terjedni az internet (nem gy, mint Kindban). Csak 1998-ban kez-
ddédott meg a telekommunikacio korlatozasara hasznalt technologidk szamitdgépes haldzatokra
adaptalasa.>>* Raadasul a cégek sokaig kijatszottak, illetve bojkottaltak ezeket a rendelkezése-
ket [303, pp. 170], igy a korlatozasok 1ényegében 2012-ig sikertelenek voltak. Ezért maradt az
orosz polgarok digitalis szabadsaga sokaig egy ¢lhetdbb szinten. A késlekedés 6 oka, hogy a
Szovjet birodalom széthullasa miatt sokdig erdtlen volt a kdzponti szervezet, ami sziikséges lett
volna a technoldgiai fejlédés allami kontrollalasahoz. Ehhez jarult a kontrollhoz sziikséges ap-
paratus multban ragadt szemlélete, mely csak a fizikai kényszerités terén mozgott otthonosan,
¢s nem latta meg a digitalis tér jelentdségét. So6t, ugy tiinik, maig nem képes a kiberteret igazan
kihasznalni.?*®> Ezek az emberi okok 4llnak a modell mdgott. A késés miatt az orosz emberek

megszoktak és megszerették a vilighalé altal nyujtott szabadsagot és szolgaltatasokat. Igy most

254 2000-t61 kezdddott a korlatozasok torvényi megalapozasa. Ld. [290].
255 Mivel kozponti kiberparancsnoksag sincs. Ld. [293, pp. 30].
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(az utébbi 10 évben) sokkal tobb tarsadalmi fesziiltséggel jar az a folyamat, amelyben a hatalom
el kivanja venni az emberektdl, amit hasznaltak és szerettek, és ez kedvez az ellenséges (nyu-
gati) akaratnak.

A mar idézett mlvek alapjan négy egyéb tényezot is szeretnék kiemelni. A kommunikacios
fiiggosegbol (1) kifolyodlag az orosz gazdasag erdsen raépiilt a nyilt internetre, hiszen részévé
valt a multinacionadlis gazdasadgnak. A gazdasag erdtlensége (2) miatt az orszag az elmult évek-
ben nemcsak az MI-hez kapcsolddo technologidkban nem volt képes még 6nallova valni, ha-
nem sajat Sziliclum-volgylik vagy operacios rendszeriik sincs — hiaba probal erdn feliil részt
venni a modern technologidk terjesztésében, €s sajat termékek fejlesztésekben. Ez a gazdasagi
fiiggoség (3) magaval hozta, hogy a mitkddésbiztonsag érdekében érdemesebb volt teljes, ki-
forrott technologidkat megvenni kiilfoldrél. Ezt probalja a Nyugat jelen konfliktusban a szank-
ciok révén kiakndzni. De emiatt okoz gondot a nagyon modern eszkdzdk €s a joval lassabban
fejlodd orosz rendszerek inkompatibilitdasa *>° (4) is. Erdemes lenne ezeket a tényezéket sajat

régionk szempontjabol is megvizsgalni.

VI1.3.4. Kovetkeztetések és az ukran-orosz konfliktus

Az eldz0 rész alapjan megallapithatd, hogy a digitalis visszaélések orosz modellje miikodo-
képes. Bar a teljes digitalis szuverenitas kialakitasdhoz kevés, mégis vilagszerte keresettek
megoldasai. A példa ravilagit a kutatds azon megallapitdsara, hogy a puha mddszerek nem csu-
pan a katonai hibrid muiveletek részeiként értelmezenddek. Mint ramutattam, az érintett terek
civil dolgozoi is a védelem humanerejévé valnak. Ezért vezettem be a virtudlis er0kdzpontok
modelljét, melyek nyomadasgyakorldsi vektorainak elemzésével megragadhatéva probaltam
tenni azt a bonyolult er6érvényesitési matrixot, melynek minden orszag — igy hazank is — ré-
szese. gy lehetett vazolni a digitalis visszaélések tobb szempontu vizsgalatanak modszerét,
melyben a személyiségjogi szempontok egyiitt kezelenddek az allam és a tarsadalom érdekei-
vel. (A vallalati szféra szempontjainak kibontasara nem volt mod, csupan felvetettem a puha és
kozepes miiveletek nem allami vektorait.) Ezzel a megkdzelitéssel lehet esély arra, hogy a di-
gitalis szuverenitas elérhessen egy elégséges nivot az egyéni, a csoport, a vallalati, a tdrsadalmi
¢s az allami szintek mindegyikén. Ehhez nyilvan minden szintnek és tényezének kompromisz-
szumokkal kell hozzajarulnia. S6t, megegyezésre kell jutni példaul olyan allaspontok tekintet-

ében is, hogy hol vannak az er6érvényesités etikai hatarai — nem uigy, mint a bemutatott Covid-

2361303, pp. 169] Megjegyzendd, hogy erre a kinai beszéllitokra attérés sem megoldas, csak mas illesztési problé-
makat vet fel.
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eset kapcsan. Sziikséges lenne a globalis bioldgiai 6koszisztémahoz hasonloan a globalis digi-
talis 0koszisztémat is élhetdvé tenni, bar erre jelen pillanatban kevés az esély, hiszen mint lat-
hattuk, inkabb a dark web emelkedik hivatalos kiizd6térré.

Végiil a most foly6d hdboruhoz vezetd Gjabb tényezdre is akadunk a fentieket tovabbgon-
dolva. Régoéta vildgosak az orosz célok, melyek felé sokaig puha mddszerekkel haladtak, so-
kunk az ilyen fajta eréérvényesités folytatdsara szamitott. Az orosz vezetésnek azonban szem-
besiilnie kellett puha miiveleteik csodjével. Hiszen mint lathattuk, az orosz cégek a vilagpiacon
eltorpiilnek, €s nagyon lemaradtak a k6zosségi média terén, vagyis csekély az informaciofor-
malo vagy gazdasagi nyomasgyakorlo erejiik. Még orszagon beliil sem teljesen sikeriilt a fel-
iigyelt intranet megvaldsitasa, igy a sajat lakossag véleményformalasa sem érte el a kivant mér-
téket (a vilag kozvéleménye még kevésbeé). A puha miiveletek ezen csddjét nem okként emlit-
jiik, csupan tényezoként, mely arra figyelmeztet, hogy a kemény miiveletek kora messze nem
ért véget a hibrid haboruk koraban sem. Féleg, ahol nagyszamu hagyomanyos technologia van
felhalmozva, ott logikus, hogy nagyban épitenek a hagyoményos csapasmérd képességre. Nem
csupan olyan vezetdktdl logikus dontés ez, akik beliil egyaltalan nem tettek vertikalis 1€pést,
vagy nem léptek elég nagyot ahhoz, hogy valoban értsék a paradigmavaltasokat — a felhalmo-
zott, részben elavult technoldgia bealdozésa mellett tesztelni az 0j fejlesztéseket logikus straté-
gia. Rdadasul sajnos ez a ,.kicsit 1épd, inkabb a régire tdimaszkodva az ijat probalgatod™ taktika

varhato még a kozeljovo konfliktusaiban.

VI.4. A KATONAI INFORMATIKA ES AZ INFORMATIKAOKTATAS

LEHETESGES VALTOZASAI

Az eddig felvetett témakat rengeteg teriileten lehetne még vizsgalni, ezek koziil én két olyan
témat valasztottam tovabbgondolésra, mely kdzvetleniil érinti munkémat: a katonai informati-

kat és a védelmi oktatast.

VI1.4.1. A katonai informatika felértékelodése

Alédbb, részben az informatika fogalombdviilését (vagy 1) fogalom megjelenését) taglald
gondolatmenethez térek vissza (V.3.2.), részben pedig az adaptalt katonai informatikdhoz
(VI.1.4.). Ez utébbinal bemutattam, hogy a szamitastechnika katonai alkalmazasa sokaig a ,,kis
mértékben modositott” eszkozokre alapult. Ebbol kovetkezett, hogy a hozzarendelt szakallo-
many feladata egy tamogat6 és szolgaltato feladatkorbe betonozodott be. Ebben olyan éles harc-

tamogato tevékenység nem volt, mint példaul a hiradd szakcsapatok kapcsolatkiépitési feladata
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Napjainkig csupan a létrejott kapcsolatra épiilve iizemeltetik vezetési pontok szamitogépes
rendszereit. Az ilyen rendszerek kibervédelme ugyan komoly szakmai kihivas, (a kibertdmada-
sok végrehajtasa nem az 6 feladatuk), de sokak szamadra tlinhet ugy, hogy az ilyen harcokat a
hatorszagbol vagy védett helyrdl, ,,fotelbdl” lehet elvégezni. Szakmailag hidba evidens, hogy
sériilékenységi pontokat eredményez, ha tavolrol menedzseljiik vezetési szamitastechnikai
rendszereinket, rendszerelemek pedig nem csupén az iranyité pontokon lehetnek, tehat a feladat
valgjaban a hadszintérre rendeli az informatikus katonakat. A tdmogat6 alloméanyrdl jobbara
mas kép €l, és az az attitid, mely szerint az informatika tdvol marad a tlizvonaltol, a szakallo-
maény presztizsét szinte teljesen elvette.?>’” Azonban a hibrid miiveletek fejlédése és a kibertér
hadszintérré valadsa meginditott egy ellentétes iranyu folyamatot, melyet az MI bevonasa a mii-
veletek kiilonbozd szegmenseibe, foleg az iranyitasba, varhatdan tovabbi erdsit, mint minden
kibertéri hatast (1d. VI.2.). Ez a tendencia varhatoan olyan 1 elvarasokat fog tAmasztani a ka-
tonai informatika irdnyaba, mely altal annak szerepe felértékelddhet.

Jelenleg még abba az irdnyba tartunk, hogy az MI-képességgel rendelkez6 eszkdzok keze-
1ésére a harcold allomanybol jelolnek és képeznek ki katondkat, mivel ezek kezelése egyszert.
Igy is alakitjak ki ezeket az eszkozoket: pl. egy robotkutya vagy egyéb dron felé elvaras, hogy
felhasznalobarat és viszonylag konnyen kezelhetd legyen. Ugy tiinhet, hogy tovabbi MI-funk-
cidk, példaul a nyelvi képességek konnyen programozhatova is fogjak tenni a harctéri eszko-
zoket, igy tovabbra sincs sziikség ott informatikusra.

Ezzel szemben allitom, hogy nagy sziikség lesz jol képzett és az MI-rendszerekhez is értd
informatikus katondkra. Tavolabbra tekintve ugyanis az MI-nyarrol emlitett meglatdsom
(IV.5.3.) alapjén az MI-rendszerek terjedése, offline verziok fejlédése varhatd, valamint komp-
lex képességii, sokmodulos, sokféle intelligenciat utdnozni képes rendszerek fognak megje-
lenni. Ezek adaptalt katonai MI-ként inkabb békefelhasznalasokként kertilhetnek felhaszna-
lasra, pl. hazankban a KGIR?*-rendszer ilyen irAnyu automatizalasa képzelhetd el, melyhez az
SAP cég biztosithatja az MI-modulokat. Harci alkalmazasokhoz direkt katonai MI-ket lesz ér-
demes fejleszteni, a létrehozott sokmodulos alapokon. Ezek alapvetd eltérését a civil rendsze-

rekhez képest abban lehet jol megragadni, hogy a katonai rendszer etikai kereteit nem a szemé-

257 Sajnos van igazsaga ennek a benyomasnak, hiszen egyel6re nem terjedtek el az MH-nal a harctéri IoT, modu-
laris (pl. Rasbery-alapu) ,,okosité hardverek” vagy fejlett halozati technologiak, olyanok, melyek eszkozei fizikai
jelenlétet igényelnének.

238 Teljes nevén: Honvédelmi Minisztérium, Kéltségvetés Gazdalkodasi Informacios Rendszer.
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lyiségi jogok védelme, hanem a hadijog irdnyelvei adnak (sok mas kiilonbség is lesz). Valdszi-
niisithetd, hogy az ilyen rendszerek fejlesztését a vilag sok helyén nem katonak, hanem bevizs-
galt maganvallalkozasok vagy allami cégek végzik.

Am harci helyzetben az ilyen tamogaté képességek kihasznalasat katonakra kell bizni. Ehhez
pedig kifejezetten erre is kiképzett tisztekre, fotisztekre lesz sziikség. Ez, gy vélem, hogy joval
nagyobb vertikalis tanulasi 1épést igényel (Id. IV.5.), mint amelyet a jelenlegi, hagyomanyos
szdmitastechnikara szocializalodott vezetdi generacid konnyen megléphet. Vagyis a meglévo
tapasztalt, képzett és kreativ vezetoket sokkal nehezebb lenne tovabbképezni az adatbazisok, a
Big Data adatbanyészat és az MI-képességek hatékony kihasznalasara, mint egy eleve szdmi-
tastechnikara képzett szakallomanyt. A gépesités egyfajta kiszamithatosagot is adhat a miiveleti
tervezésnek, ami taktikailag igen hatranyos. Ezért sziikséges lesz gy megfogalmazni a terve-
z¢si feladatokat, hogy abban a gép generativ moduljai is kihasznalasra keriiljenek, ami miisza-
kias gondolkodast igényel. Ehhez jarul a kiilonb6z6 harci robotok felprogramozéasanak terve-
zése ¢s feliigyelete, a harctéri loT haldzatok adataira elemzd szkriptek eldallitasa, vagy ezek
MI-n keresztiili analizisének beéllitasa, és hasonlo Gjgeneracios harci tevékenységek. Mindezek
arra mutatnak, hogy ez a feladatkor gy lesz erdsen katonai jellegii, hogy ugyanakkor magasan
képzett informatikusokat igényel.

Vagyis a katonai informatikaval kapcsolatban egy paradigmavaltasra lesz sziikség. Az 0j
informatikai tisztek valodi vezetéstamogatd feladatokat is el kell, hogy lassanak. Igy egy j
informatikai szakallomany feladata lenne a miivelet vezetdinek szandékat a gép szdmara preci-
zen értelmezhetd formaba konvertalni, és a kapott valaszt értelmezni. A j6v6 az olyan rendsze-

229 vagyis a K6z0s (8sszekapesolt) Osszhaderdnemi Ve-

rekben van, melyre jo6 példa a JADC
zetés és Iranyitasi rendszer tervezete. Ez az Egyesiilt Allamok hadereje szamara kivan MI altal
tamogatott elemzd €s tanacsado funkcidkat is szolgaltatni.[312]

Ilyen képesség jo kihasznalasa azonban nem képzelheto el a mai szokdsrendszerben. Az 0j-
donsagok a vezetdi megkozelités paradigmavaltasat is igénylik. Elsésorban sziikség lesz egy
interakciora, vagyis a jovObeni parancsnokoknak engedniiik kell példaul a visszakérdezéseket
az informatikai szakemberek részérdl. Hiszen azok csak igy lesznek képesek a feladatot félre-
értések idovesztesége nélkiil végrehajtani. Tudomasul kell venni, hogy a szimuléacids tamogatas
csak tobb verzio lefuttatasaval igazan hatékony, ezt azonban lerontja, ha csak emberi félreérté-

sek miatt kell azt Gjra futtatni. Ilyen paradigmavaltds nem igényel nagy vertikalis tanulési 1é-

pést, ezért ennek elsajatitasat realisnak tartom a mashoz szokott katonak szdmara is.

2% Joint All Domain Command and Control — vagyis egy kiterjesztett C2 rendszer.
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VI1.4.2. Az MI és a védelmi oktatas

Az el6z6 szakaszok gondolatmenete alapjan vizsgalni sziikséges minden harcolé €s tdmo-
gato allomany MI-vel kapcsolatos kiképzését is, kiillondsen az informatikai (vagy hasonld iré-
nyultsagtl) képzés MI-ismereteinek magasabb szintre emelését. Alabb a katonai fels6fokt kép-
zésben megvalositando oktatast vizsgdlom, de nem azzal a céllal, hogy erre terveket dolgozzak
ki, csupan tomdren attekintem ennek lehetséges iranyelveit, melyeket minddssze vitainditonak
szanok.

Minden képzésben sziikséges lenne mar most az MIKT részeit és mitkodését elmagyarazni,
hangsulyt fektetve a félreértések tisztazasanak fontossagara (pl. pszeudo-MI, V.1.4.). Az ilyen
ismereteket eltéré mélységben kell oktatni a képzések szintje és a szakok érintettsége szerint.
Ez az informatikaoktatok feladata. Bizonyos mértékben ez mar most is megvaldsul, hiszen —
6raszamhoz igazitva — jomagam is minden képzésbe igyekszem ezt beépiteni. Hosszabb tavon
ezt tudatosan bdviteni sziikséges, hiszen a hallgatok a most még Gjnak szdmité alapismeretekkel
tisztaban lesznek, ezért tobb id6 marad az altaluk nem ismert, de fontos részletekre, vagy keze-
1ésiik gyakorlasara. A kiillonb6z0, minden fegyvernem sajatos igényeit kielégitd adaptiv és di-
rekt katonai MI-k fejlesztéséhez sziikség lesz védelmi vagy katonai tudést is hozzaadni, ehhez
pedig az MI és Big Data alapokkal tisztdban 1évo tisztek kellenek majd minden szakteriileten,
akik az informatikai fejlesztések szdmara sajat tertiletiiket segitenek modellezni, vagy a modellt
(programot) ésszerlsiteni, javitani. A legfontosabb persze a megfeleld szemlélet atadasa,
amellyel utdna 6nképzés altal is tudnak fejlédni a végzett kollégak. Ezzel vissza tudok csatolni
arra a kovetkeztetésre, amely a vazolt MI-nyar kiaknazhatosagara a lakossag MI-hasznéloi kép-
z¢sét jelolte meg (IV.5.3.): a védelmi oktatasban ezt kiemelten lenne sziikséges végrehajtani.

Kiilon ki kell térni a nyelvi és egyéb (kép, vided) szolgaltatasok hasznalatara, melyeket a
fiatal hallgatok sajat célra ugyan elészeretettel alkalmaznak, azonban ezek szakszer(i prompto-
lasat nem ismerik. Ennek oktatdsat azonban NEM az informatikai vagy infokommunikacios
oktatok feladataként képzelem el, hanem mindenhol megjelené kompetenciaként. Az NPT-
promptolas beépitése minden oktatdsba okot adna az oktatdéallomany szamara is a sziikséges
onképzésre (melyet utdna kutatdi tevékenységiikben is jol hasznalhatnanak). Emellett alapot
biztositana a jovére nézve a folyamatosan fejlédé NPT-rendszerek tesztelésére is. Hiszen annak
folyamatosan valtozé valaszai tendenciozussa is valhatnak, és egy ilyen irdnyu folyamat vé-
delmi szempontbo6l fontos, ha nagy aranyban pl. az orszagot hatranyosan bemutato valaszokat
kezd el adni (akar torzitasi hiba miatt, akar informacids miivelet részeként). Ezt leginkabb a

katonai kutat6 allomany jelezheti az illetékesek fel¢, ha hasznélja az MI-szolgaltatasokat. Mivel
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a kutatok szamadra a vertikalis tanulas szinte egy életen at tartd elvaras, ezért 6k képesek is ezt
elsajatitani és oktatni — ha lesz erre elegendd motivaciojuk. Igaz, egyeldre ezek a szolgéltatasok
meglehetdsen sok kompromisszumot igényelnek, és energiat sziikséges megismerésiikbe fek-
tetni. Jelen fejezet soran elemzett valtozasok azonban ramutatnak, hogy minden szakiranyon
idovel sziikséges is lesz beépiteni a szamonkérési- €s elvarasrendszerbe a digitalis forrasok és
a nyelvi modellek kritikus és helyes hasznalatat. Ez az informacids megtévesztések elleni vé-
dettség szempontjabdl is fontos minden hallgatd szamara, de kritikus jelentdségli a védelmi
szféraban tanuloknak, hogy pl. rutinosan tudjanak megkiilonboztetni valos és alhireket. Nem
vagyok optimista azt illetden, hogy ezek a kozeljovoben beéplilnek minden tanrendbe. De minél
elébb hajlunk az oktatés ilyen irdnyt alakitasa felé, annal jobb pozicidba keriil a védelmi oktatas
€s az orszag.

Végiil emliteni kell a harci MI-agensek hasznélatanak oktatasat. Ezekre kiilonleges kiképzé-
sek soran mar jelenleg is felkészitik az erre kijelolt allomanyt. Sajnos a komplex képzéseken
gyakorlatias, de a felhasznaloi szint folotti MI-ismeretekhez (tanitas, modellezés, adatbanya-
szat) egyelOre kevés a rendelkezésre 4ll6 id0, ezért csupan ilyen ismeretek alapozasa képzelhetd
el a jelenlegi képzéseken beliil.2° Egyelére tal tavolinak tiinik magyar vezetéstimogatd MI,
illetve fejlett robotok megjelenése csapatainknal, de a téma folyamatos evidencidban tartdsahoz
beadandod feladatok és szakdolgozatok formajaban lehetdsége van az oktatoknak, amit karun-

kon végre is hajtanak.

VI.5. RESZOSSZEFOGLALAS: VEDELMI ASPEKTUSOK

Osszegzés. A fejezet vizsgalataival sikeriilt a korabbi kutatdsok gondolatait befejezve sza-
mos szempontbol feltérképezni az MI védelmi aspektusait. Ehhez, a K6 kérdésre valaszolva a
bevezetoben kijeldltem azt a négy témat, melyeket korbejarva a C2 cél megvalosult. Megfogal-
maztam azt a négy irdnyt is, melyek mentén a H2 hipotézis bizonyitasat végre akartam hajtani.
A feltevés bizonyitasat majd az 6sszegzésben irom le, dsszegzésként elegendd annyi, hogy az
ezekhez sziikséges elemzéseket sikeriilt integralni az alfejezetekbe. Ezek koziil az els6 irany
inkabb hadtudomanyi aspektusbol kozelitett, és igy mutatta be az eréérvényesités megvaltoza-
sat, valamint azt, hogy ezt hogyan katalizalja az MI. A masodik alfejezet a kordbbi technikai
ismertetésekre tdmaszkodva adott rovid korképet az MI kibertéri hasznalatarol. A harmadik
részkutatds a technoldgiakkal valo visszaélés feldl kozelitve mutatott ra a puha miiveletek je-

lentdségére. Az utolso alfejezet a hipotézis két kdvetkezményét elemezte roviden.

260 Megjegyzés: a NKE HHK Logisztika Tanszékével kozos Gijgeneracios adatelemzési kurzust terveziink.
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P2-vel kapcsolatos kovetkeztetések

(P1 vizsgalata az eldz6 fejezetben lezarult)

R6.1.
R6.2.

R6.3.

R6.4.

R6.5.
R6.6.

R6.7.

R6.8:

Az eréérvényesitésben sokrétii, komplex paradigmavaltas folyik (VI.1.1.).
Az R6.1. kezelésére 1) modellek és terminologiak is kellenek, jelen kutatasbol az alab-

biak emlitendék:

R6.2-A A virtudlis er6kdzpontok modellje ravilagit arra, hogy az eréérvényesitésben
megjelend 0j paradigmakhoz jol alkalmazhaté az MI, s6t generdlja is az Uj
iranyokba mutat6 tendenciakat (VI.1.1-3.).

R6.2-B A direkt és adaptalt védelmi informatika fogalmi szétvalasztasa (VI.1.4.) segit
a fejlesztések katonai sajatossagait besorolhatobba tenni.

R6.2-C A kompozit (hibrid) hideghdboru jellemzdinek (VI.1.5.) segitségével jobban
megragadhatd a mai helyzet, akar az orosz—ukran habora esetében (VI1.3.3-4.),

akar egy¢b konfliktusokban.

Az autonom fegyvereket (az MI kemény miiveleti alkalmazasat) sokan ellenzik (VI.1.5.,
VI1.2.4.).

Az R6.3 folyomanyaként a puha miiveletek eldtérbe kertilését a tarsadalmi elvarasok
jobban partoljak, mint az erdszakot (VI.1.1.).

Az MI megsokszorozza a kibertéri lehetoségeket és veszélyeket (VI.2.1-2).

Az affektiv szamitastechnika eredményei a védelmi szféra szamos teriiletén jol, a puha
miiveletekben kiemelkedden alkalmazhatdak (VI.2.3.).

Jelenleg ¢s a kozeljovoben az MI a puha miiveletek teriiletén joval veszélyesebb, mint
az autonom fegyverrendszerek robotjaiban (ezeket a tavirdnyitasu robotokkal vagy rob-

banod-, vegyi- vagy biologiai fegyverekkel 6sszemérve) (V1.2.4.).

R6.7-A: Az elszabadult technologidk veszélye az MI nélkiil is fennall, és a vékony
MI-kben épp ugy javithatd a hiba, mint a hagyoméanyosan kdédolt automati-
kakban.

R6.7-B: A hagyomanyos rendszerek sokkal veszélyesebbek részleges meghibasodas
esetén, mivel ilyenkor részlegesen miikddnek, viszont egy feltanitott neuron-

halod elromlasa kezelhetobb.

A katonai ¢s védelmi informatika korabbi szolgaltato-iizemeltetd, vagyis tAmogatdi sze-

repe részben a kibertér, de sokkal inkabb majd az MI hatasara felértékelodik (VI.4.1.).
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OSSZEGZES, EREDMENYEK, HASZNOSITHATOSAG

A zar¢ alfejezetek elott szeretnék koszonetet mondani mindazoknak, akik barmilyen forma-

ban hozzajarultak dolgozatom létrejottéhez.

OSSZESITETT KOVETKEZTETESEK

A hipotézisek bizonyitdsdhoz els6sorban a fejezetek végén talalhatd részkovetkeztetéseket
hasznalom fel. A fontosabb gondolatokhoz megjel6lom a vonatkozo fejezetszamokat is. Az
igazolasok logikaja ugy véltem, kovethetobb, ha vizudlis abrazolasokkal segitem az dsszefiig-
gések egymashoz valo viszonyanak attekintését. Ezért gondolattérképen is abrazoltam a kovet-
keztetéssorok 1ényegét,?®! melyeket a magyarazatban helytakarékosan (19. és 20. abra), a mel-
1€kletek kozott kinagyitva ismertetek (21. €s 22. abra), ahol a forrasfejezetekre az eltérd szinek

utalnak.

Az E1 eredményhez vezetd kovetkeztetés-sorozat

Bizonyitand6 volt, hogy az MI jelenlegi meghatarozasaibol fontos aspektusok hianyoznak
(H1). Ennek igazolasdhoz C1 célt arra irdnyoztam, hogy az MI-fogalom tul sziik és tal tag hasz-
nalatait elemezzem. Mind a két problémara tartam fel olyan példakat, melyeket orvosolni sziik-
séges. A javaslataimban konkrét kifejezéseket ajanlok, néha alternativ megoldasokat is emlitek,
am ezek mindig inkabb egy adott gondolatkdrre utalnak. Vagyis nem ezen kifejezések haszna-
latat javaslom, hanem bizonyos jellemzdk vagy elvek megjelenitését latom sziikségesnek egy
jobb MI-definici6 érdekében. (Javasoltam bizonyos kifejezések keriilését is a meghatarozasban,
de ezek attekintését nem célozta a kutatds, ezért itt ezeket nem targyalom.) A megjelenitendd
szavakat €s azok indoklasat a 3. és 4. tablazatban foglaltam 6ssze az V.4.2. fejezetben. Ezek az
Osszefoglalasok uj MI-fogalmak megszovegezésére iranyultak, alabb viszont a H1 bizonyitasa-
ként fogalmazom meg az érvek és gondolatok Osszegzését. A kutatdsban 6t olyan kifejezést
(tényezot) sikeriilt kimutatnom, melyek nélkiil az MI-definiciok félreérthetdek, tehat igazoljak
a feltételezést (1d. 19. abra). Ebbdl négy az MI-fogalombol hianyzo aspektus:

e A sok fajta intelligencia (R.1.1.) emlitésének hianyat tartom a legstilyosabb fogalmi
hibanak. Ez ugyanis azt a régi filozofiai-antropologiai tévedést erdsiti, miszerint az in-

telligencia az okossaggal azonosithato. Ezt a korai hibat a tudomany mar kikoszoriilte,

261 Ezekben nem irom ki részletesen az idézett részkdvetkeztetéseket, csak a lényegiiket; sét az attekinthet8ség

kedvéért némelyiknek csupédn a szamat adom meg az dbrakon.
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szamos mas intelligenciatipus utdnzasanak fejlesztése zajlik, ezért a kifejezéskor elha-
gyasa technoldgiailag is megtévesztd (és diszkriminalo) (1.2. , 1.3.).

e A technoldgiakor az MI mogott (R2.1.) azért lenne belefogalmazando egy vilagos de-
finicidba, mivel nagyon 1ényeges hasznalhatosagbeli eltérés van egy mobiltelefon arc-
felismerd MI-agense kozott és olyan MI kozott, mely erds felhdszervereken fut, oriasi

adattobol meriti tudasat, melyet IoT eszk6zok millidi is taplalnak. Ez utobbi technolo-

giakorre én az MIKT?6? betiiszot javasoltam (II.1.).
( R4.1 )

Léteznek olyan elvileg nem
lekuzdhet6 problémak, melyek
egyarant megjelennek az altalunk

alkotott hagyomanyos gépekben
R3.1 +R3.2 \ \és az Mi-torzitasok mogott. J [ R3.4 ]

@ A @ M
R3.3 R3.5
Egy fejlett erkolcsi érzékkel A jelenlegi vékony MI
rendelkez6 ember is csupan egy fejlett
szabadsdga egy gépben nem automatika.
utdnozhato le.
\ J A
N /
A fogalmat bovitd tényezok \ '/
R1.1 R2.1 R2.2 R3.6
Az intelligenciafajtak Erdemes egy Arajintelligencianak kiemelt Az M a puha miiveletek
sokféleségére érdemes gyijtsfogalmat hasznalni jelentdséget kell adni az ‘emleténpj(wa‘ veszélyesebb,
tudatosan utalni az Ml arra a technold M (65 2 vedolni mint az autonom
minden definicidjaban. amelyekkel egyiitt a képes szempontok) vonatko- fegyverrendszerek
a jelenlegi MI igazan jol zasaban. robotjaiban.

(MIKT).

E1 eredmény N\
/
F \ /

(" Bizonyitottam, hogy a Mesterséges Intelligencia \",.A:",

\ elterjedt meghatarozasaibdl fontos aspektusok /

\\hiényoznak, melyek a szabalyozhatésagat
~

nehezitik. >

/
y

19. abra: A H1 bizonyitdsdnak gondolattérképe (sajdt készités — nagyitva Id. 21. dbra)

e A biologiai egyiittmiikodések utanzasara valamilyen utalas (R2.2.) azért lenne fon-
tos, hogy a fogalom jol fedje le a Iényegesen eltérd fejlesztési irdnyokat. Marpedig az
€16 szervezetekben végbemend folyamatok, vagy bizonyos fajok egyedei kozott kiala-
kult egyiittmikodések modellezése 1ényeges eltérést mutat a centralis MI (pl. MIKT)
miikddésétdl, hiszen pl. elosztott (nem-centralis) intelligens rendszereket is lehetové
tesz. En a rajintelligencia emlitését javasoltam a meghatirozasba, annak ismertebb
volta, elterjedtsége, valamint a sz6 tomorsége miatt (1d. I1.3.3. — a sokkal ideillébb bio-

nika kifejezést ismeretlensége miatti félreérthetésége okan vetettem el).

262 Mesterséges Intelligencia és Kapcsolodo Technologiak
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Automatika (R3.6.). Hasznalatat inkabb az autondémia kifejezés keriilése miatt tartom
fontosnak, az MI-tdl valo félelem csokkentése érdekében. Ugyanis R3.5 alapjan a je-
lenlegi vékony MI-rendszerek még hipotetikusan®®* is csupan az automatika egy maga-
sabb fokat képesek megvalositani. Ez utobbi allitds a nemzetkézi J3016 szabvany
(IT1.3.2., 1I1.4.1.) mellett, R3.4.-re ¢épil (Id. alabb), elvi alapja azonban az R3.3. Ez
utobbi szerint ugyanis az ilyen gépek elvileg sem képesek az emberhez hasonlé auto-
noém dontésre. Ezt az elvi lehetetlenséget részben R3.1-re alapoztam, amelynél elemz¢-
sekkel tamasztottam ald, hogy alapvetd kiilonbségek azonosithatdéak az emberi és gépi
autonomia kozott?* (111.5.). De R3.3.-at tamasztja ald a késébb kimondott R4.1. is, hi-
szen ez alapjan léteznek elvileg lekiizdhetetlen problémak (IV.2-3.), mas szoval az em-
ber gépbe masoldsa nem csupan ,,gyakorlatilag nem sikeriilt” ezekkel a rendszerekkel.
Visszatérve az emlitett R3.4.-re, ez a megallapitas ugyanerre a kiilonbségre masképp
mutat 14,% amikor azt mondta ki, hogy a gépeknél az autondmiaszinteket a beépitett
MI szintjéhez kellene kapcsolni®®® (111.4.1.), ellenben az emberek esetében az autonémia

szintjei etikai alapon fejthetéek vissza. (I11.1-2.)

Az 6todik megjelenitendd tényezé nem hidnyossagot azonosit, hanem arra fokuszal, amit

kikiiszobélni kellene az MI-fogalombol. Ez a korrekcio az MI-kifejezés ellentmondésos (zava-

ros) hasznalatat kivanja helyretenni az alabbi ajanlassal:

A neuralis MI (R5.5-A) javaslata valamilyen eldtaggal javasolja megkiilonboztetni a
neuralis haldzaton alapulo, feketedoboz jelleggel miikodé MI-ket azoktol a hagyoma-
nyos rendszerektdl, melyeket kiilonb6zo okokbdl is MI-nek hivnak, hisznek, vagy an-
nak allitanak be (holott pszeudo-tanuldssal miikodnek vagy tanulni sem képesek, 1d.
V.1.). A hagyomanyos kodokat is lehet eldtaggal jeldlni és ,,determinisztikus MI-
agens”’-nek vagy ,,nem neuralis MI”-nek hivni. Mindezt elsésorban szabalyozasok meg-

fogalmazasaiban lenne fontos hasznalni.

Ezeken kiviil tovabbi négy kifejezést javasoltam megemliteni a precizebb megfogalmazas

érdekében, amikor van erre lehetdség (R2.4., R4.3. és R5.6. alapjan). Ezek: a szinergia, kogni-

263 Bzzel a még forgalomba nem keriilt ,,6t6dik szintli Snvezetd autok” lehetdségére utalok.

264 Bz az 4llitas az embergép koncepcio elterjedtsége miatt nem evidencia.

265 Az, hogy a gépek valdjaban nem képesek emberibb autonomiéra, azt a I1I. fejezet egésze bizonyitja. Nagysag-

rendekkel komplexebbnek kellene lenniiik az ezt célzé gépeknek, hogy ilyesmi egyaltalan felmeriilhessen, mivel

az ember naluk nagysagrendekkel komplexebb.

266 Annak érdekében, hogy a kiilonféle rendszerek biztonsagi szempontbol jol besorolhatoak legyenek.
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cio, leképezés, szamitastechnika (az informatika helyett!). Mivel ezek nem kifejezetten hid-
nyoznak a kifejezésbdl, csupan pontositjak, ezért nem tartoznak a bizonyitashoz, tehat magya-
razatuk itt mell6zhetd. (Hasznalatuk indoklasa és az alfejezetek, ahol ezek hasznossagat tar-

gyaltam, megtaldlhato a 3. és 4. tablazatban, V.4.2.-ben.)

Az E2 eredményhez vezetd kovetkeztetés-sorozat

Bizonyitandd volt, hogy az MI tovabb fokozza és tamogatja azt a tendenciat, melynek soran
az eroéervényesitésben folytatodik hangsulyeltolodas a puha miiveletek felé (H2). Ennek igazo-
lasdhoz C2 célt arra irdnyoztam, hogy az erdérvényesités uj tendenciait és azok MI-vel valo
kapcsolatat elemezve meghatarozzam az MI védelmi szempontbdl fontos aspektusait. A H2
bizonyitasat négy irdnybodl hajtottam végre: (1) Az er6érvényesitésben megjelend paradigma-
valtasok irdnyabol, (2) Az autondmiakutatasok és MI-torzitasok irdnyabol, (3) Az MI és a tar-
sadalom kolcsonhatasanak iranyabol, (4) A nem intellektualis MI (gépi érzelemutanzas) ira-

nyabol (1d. 20. abra).

(1) Azels6 gondolati szal érvei haromféle konkluziora alapulnak. Az R6.1. kimondja, hogy egy
paradigmavaltas valojaban az MI nélkiil is mér zajlik egy ideje az er6érvényesitésben, €s be
1s mutattam ennek fobb vonasait (VI.1.1.). Viszont R6.2-A alapjan erre a tendenciara igen
jolilleszkedik az MI képességrendszere; nagyon jol alkalmazhato ilyen frontokon, s6t meg-
jelenésével az MI tovabb katalizalja a megindult folyamatokat (VI.1.1-3.). Az el6z6ekbdl
is szinte kovetkezik, de kiilon elemeztem is (VI.2.1-2), hogy hogyan sokszorozza meg a

kibertér lehetdségeit az MI — annak veszélyeit is jelentdsen novelve.

(2) A masodik érvrendszer Osszetett. Tobb, egymasra épiild részkutatas alapjan allt eld az az
érv, mely R6.7.-ban azt mondja ki, hogy jelenleg és a kozeljovOben a puha miiveletek terii-
letén joval veszélyesebb az MI, mint az autondm fegyverrendszerek robotjaiban (ezeket a
taviranyitast robotokkal vagy robband-, vegyi- vagy biologiai fegyverekkel dsszemérve)
(V1.2.4.). Két gondolatmenet iranyabdl jutottam erre a konkluziéra. Az egyik egy tarsadalmi
oldalrol jovoé meglatas (R4.6.), melyben arra mutatok ra, hogy az MI-fejlesztésekben a kul-
turalis és tarsadalmi kiilonbségek meg fognak jelenni (IV.2.2.(3)). Ezek az eltérések eltérd
etikaju kibertamadasokban is megnyilvanulhatnak, aminek veszélyei szinte prognosztizal-
hatatlanok. A mésik gondolati szalon (R4.5.) azt mutattam ki, hogy a vékony MI-rendszerek

biztonsaga e/vi szinten hasonld, mint a hagyomdnyos szdmitastechnikaé (gyakorlati szinten
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nagyon nem hasonldak, IV.2-3.). Erre az allaspontra egyrészt az autonémiavizsgalatok alap-
jan jutottam, melyek soran kidertiilt, hogy a jelenlegi vékony MI is csupan egy fejlett auto-

"o

matika (R3.5.2°7), masrészt ezt megerdsitettek az MI-torzitasok vizsgalatai2®® is (IV.2-3).

E2 eredmény

Bizonyitottam, hogy az MI tovabb fokozza és
tamogatja azt a tendenciat, melynek soran
az eroérvényesitésben folytatodik
hangstlyeltolédas a puha miiveletek felé.

XX. dbra: A H2 bizonyitdsanak gondolattérképe (sajdt készités — nagyitva Id. IV. dbra)

(3) A harmadik irany feldl ugy mutatok ra a problémara R6.4.-ben, hogy a (f6leg nyugati) vilag
tendencidi az ,,er6szakmentesség” iranyaba mutatnak. Ezekhez a tendencidkhoz a puha mii-
veletek illeszkednek legjobban, minden szempontbol (VI.1.1.). Az MI részérdl ezt erdsiti
R6.3. szerint az a politikai tarsadalmi tiltakozas, az a sokkal nagyobb figyelem és félelem,
mely az MI keménymiiveleti bevetését, vagyis az autonom fegyverrendszereket (,,gyilkos

robotokat”) ovezi — szemben a puha miiveleti MI-hasznalattal, amirdl nem szinte is hallani

267 Az R3.5-hoz vezetd gondolatok dsszegzését 1d. E1 eredmény labjegyzetében.

268 Az R4.5.-re ebbdl az iranybol pl- utal, vagyis, hogy az oriasiva ndvekvé és bonyolédd hagyomanyos
rendszerek és az MI atlathatosaga egymas felé konvergal (INM44), valamint R4 is, melyben azt foglaltam dssze,
hogy léteznek olyan elvileg nem lekiizdhetd problémak, melyek egyarant megjelennek az altalunk alkotott hagyo-
manyos gépekben és az MI-torzitasok mogott (-). Ezt masképp ragadja meg - miszerint egyarant csak
teszteléssel lehet hibat keresni mind a robusztus hagyomanyos, mind az MI-rendszerekben (-).
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(VL.1.5., V1.2.4.). Ez utobbi a kozhiedelmet egyébként a (2)-es irdny R4.5.-6s gondolata is
cafolja, hiszen ha mind a régi nagy rendszerek, mind az 0j neurdlis rendszerek csak teszte-
1éssel, statisztikai értékkel jellemezve mondhatdk biztonsagosnak, akkor a gyakorlati ne-
hézségek, melyek egyeldre a hagyomanyos rendszerek mellett szolnak, csupan a fejlodés

jelen éveire jellemzdek, nem pedig elvileg ,,gyilkosok’ az MI-robotok (IV.2-3.).

(4) A negyedik irany ezeket az érveket azzal egésziti ki, hogy az affektiv szamitastechnika
eredményei a védelmi szféra szamos teriiletén jol, a puha miiveletekben viszont kiemelke-
dden alkalmazhatoak, amint arra R6.6. ramutat (VI.2.3.). Ehhez a kezdeti vizsgalatokra uta-
lok vissza, ahol a technolédgia alapjai mellet R1.2 hangsulyozta, hogy nem csupan a gépi
,»okossag” alkalmazhatd tdmadod, megfigyeld, védekezd vagy egyéb modon, hanem a gépi
»erzelmek” utanzasa is lehetdséget ad automatizalt informacids (érzelembefolydsold) mii-

veletekre. (1.4.)

TUDOMANYOS EREDMENYEK

A hipotézisek bizonyitasaval a kutatas az alabbi tudomanyos eredményeket érte el:

El eredmény:
Bizonyitottam, hogy a Mesterséges Intelligencia elterjedt meghatarozésaibol fontos
aspektusok hianyoznak, melyek a szabalyozhatosagat nehezitik.

E2 eredmény:
Bizonyitottam, hogy az MI tovabb fokozza és tdmogatja azt a tendenciat, melynek

soran az er6érvényesitésben folytatodik hangsulyeltolédas a puha miiveletek felé.

JAVASLATOK A KUTATAS FELHASZNALASARA

A tanulmény sokrétii vizsgalatai, és a tobb mint Stven részkdvetkeztetés szamos konkliziot
enged megfogalmazni, de remélhetdleg az alabbiak is elegenddek a kutatas gyakorlatias olda-
lanak szemléltetéséhez. Ezeket — a fontosabbnak itélt — felhasznalasi médokat négy csoportba
rendezve ismertetem (F1-4), azzal a megjegyzéssel, hogy egy-egy felhasznélasi mod tobb cso-
portba is besorolhatd lenne. Az 6sszedllitdshoz a két eredmény ilyen irdnyu atgondolasan tul a
részeredményeket is alapul vettem. Mindezek el6tt azonban két olyan javaslatot mutatok be,

melyekhez Osszetettebb kovetkeztetések vezettek.
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Egy konkluzié és egy sejtés

A két alabbi praktikus kdvetkezmény koziil az elsd egy olyan tényt akar hangsulyozni, amely

a szakmabelieknek talan evidens, am a gyakorlati tapasztalat szerint mégsem elfogadott széles-

kortien. A masik egy olyan sejtés, melynek bizonyitdsa még nem teljes, de az dsszeallitott érv-

rendszer megfeleld kiindulas a tovabbi vizsgalatokhoz.

Konkluzio: Alatdmasztottam, hogy az MIKT és egyéb paradigmavdlto technoldgidk oktatdsa-

nak beépitése elengedhetetlen a katonai és védelmi képzésbe.

A kutatas oktatasi vonatkozast meglatasai ugy vélem, hasznos érvekkel jarulhatnak hozza

az MI-oktatas hazai prioritdsanak noveléséhez, valamint a tdrsadalommal és az oktatokkal vald

elfogadtatasdhoz. (Ezért kozlom annak ellenére, hogy maga a kovetkeztetés szakmailag evi-

dens.) Az oktatas teriiletét személyes érintettségem miatt sok helyen megemlitettem: a IV., V.

¢s V1. fejezet vizsgalataiban elméleti szinten elemeztem, kozvetlen gyakorlati alkalmazhato-

saga pedig a II. fejezetnek és az V. fejezet 3. tiblazat oktatasi oszlopanak van.?® Itt az elméleti

vizsgalatok érveit ugy 0sszegzem, hogy négy iranybol tdmassza ald a téma fontossagat.

1.

Az autodidakta tanulas nem miikodik az MI és egyéb uj paradigmak esetében. Az
R4.13. (a vertikalis tanulds modellje) kimondja, hogy az ember nehezen valt szemléletet.
Marpedig a technoldgiai paradigmavaltasok jo kihasznalasa (sokszor csupan a hasznalata)
nem lehetséges e nélkiil, vagyis pusztan tobbletinformacio elsajatitasa altal. Természetesen
ehhez az 0j szemléletet dtadni képes pedagogusok is kellenek. Viszont tudomasul kell azt
is venni, hogy amikor a horizontélis tanulas helyett vertikalis sziikséges, az gyorsan, tan-
folyami szinteken nemigen valosithatdo meg, mivel ez, az ott elérheténél sokkal tobb lelki
energiat, inspiraciot igényel. Vagyis a hallgatokban az 0j paradigmak megfelel6 szinti ér-
tése ¢s alkalmazasi képessége (illetve annak csirdja) csupan tobb honapos, esetenként tobb
éves, szemléletet is oktatd képzések soran johet 1étre (IV.5.1.).

A tudomanyok konvergenciaja miatt minden diplomas szamara sziikséges az MI
alapszintii ismerete a sajat célrendszerek hasznélatahoz és alakitdsahoz.?’® Az R5.2. sze-
rint minden tudomany konvergal egymas felé az MI-ben (V.3.4.), ezért minden felsdfokt
oktatasba beépitendd a neuralis halozatok alapjainak ismertetése és minél tobbrétli hasz-
nalatuk gyakorlati bemutatasa ((V.3.4.), erre az R5.10. is rdmutat. Viszont mas szempont-

bol tamasztja ezt ald R5.9., miszerint az a tény, hogy a technikai fejlesztések olyan szintet

269 Bz az els6 tananyag alapjaként szolgal, a masodik tematikakhoz nyujthat alapot.

270 Vagy akar sajat tudoménya fel8l az MI-modellekhez valo hozzajarulashoz.
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értek el, ahol be kell varniuk a human- és egyéb (pl. védelmi) tudomanyokban kidolgo-
zandé modellek megjelenését 1ényegi tovabblépéseikhez (V.3.1.). Tehat az MI biztonsagos
terjedésé¢hez és fejlddéséhez minden tudomany képviseldjére sziikség van.

Ha nem lesz rovidesen technikai attorés, akkor a stagnalast kell kihasznalni, ha pedig
lesz, akkor arra fel kell késziteni a polgarokat. Az R4.14. fogalmaz ugy, hogy ,,az MI
hosszl nyara varhat6”, vagyis terjedni fog az MI és jelentOs bevételeket termel, de fejlo-
désében a felhasznalokat is érintd, diszruptiv valtozasra véleményem szerint nem igazan
lehet egy ideig szamitani (IV.4.). Ez a helyzet R4.15. alapjan kiaknazhato, ha a lakossagot
tudatosan inspiraljak a jelenlegi MI hasznalatanak, paradigmainak elsajatitasara. (Ez akkor
sem felesleges, ha mégis egy 1j MI- paradigma kdszont be, mivel szinte bizonyos, hogy az
sok mindenben 6rdkli a jelenlegi technoldgia szamos jellemzdjét.) (IV.5.3.)

A katonai és a védelmi szféraban mas okokbol is nagy jelentoségii az MI-alapok alta-
lanos oktatasa. Az E2 eredményben bemutatott érvrendszer gondolatai alapjan (a vé-
delmi- és katonai vonalon foly6 paradigmavaltds miatt), minden katonanak, de kiilondsen
az infokommunikacios és informatikus tiszti képzés szamara kiemelkedden fontos az MI

minél mélyebb szintli megtanitasa (V1.4.2.).

Sejtés: Nem vetnek fel alapvetden ujszer( etikai problémdt a jelenlegi MI-modellek és az irdny-

elvek alapjan megvaldsulo, sokak dltal tamadott ,,autonom fegyverrendszerek”.

Ebben a sejtésben a filozofiai etika terén fogalmaztam meg egy meglatast a két eredménynél

mar felhasznalt részkutatasok gondolataira alapozva, ehhez masképp rendszereztem bizonyos

autonomiaval €és a gépek hibazasaval kapcsolatos részkovetkeztetéseket. A sejtés gyakorlati je-

lentéségére az R4.10. mutat rd, mely szerint az MI-autondmia biztonsagtalansagahoz kapcso-

16d6 altalanos vélemény a jovoben még akkor is hatraltatni fogja az MI-be vetett bizalmat,

amikor a hagyomanyos €s az MI rendszerek biztonsaga kozott statisztikai szempontbol mar alig

lesz eltérés (IV.3.). A bizonyitashoz kétféle megkozelitést hasznalok:

1.

Eldszor is az arra iranyuld érveket gyljtottem Ossze, melyek az M1 képességeirdl alkotott
tulz6 megkozelitéseket cafoljak.

e AzR4.9-A alapjén ajelenlegi vékony MI csak az alkotok akarata, vagy sorozatos, nagy-
aranyl gondatlansaga miatt lehet képes az emberi szandékkal ellentétesen tevékeny-
kedni, és nem képes ,,csak gy’ onalldsulni, netan tudatra ébredni (IV.3.).

e A R6.7-B szerint a hagyomanyos rendszerek sokkal veszélyesebbek részletes meghiba-

sodas esetén, mivel ilyenkor részlegesen miikodnek, viszont egy feltanitott neuronhalo
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vagy egyszerlien nem miikodik, ha neuronjainak egy részét fizikailag elvesziti, vagy

pedig képes helyrehozni magat, vagy leallitani a veszélyes képességeket.

o Vagyis az ,.elszabadult technologidk veszélye” az MI nélkiil is fennall R6.7-A alap-
jan, s6t a vékony MI-kben jobban javithato a hiba, mint a hagyomanyosan kédolt

automatikékban (VI.2.4.).

2. Az érvek masik kore arra mutat ra, hogy a hagyoményos rendszerek nem annyival meg-

bizhatobbak, hogy indokolt legyen veliik szemben az MI bizonyos fokt ,,démonizalasa”.

e Egymas felé konvergal az R4.2. szerint a hagyoményos rendszerek bonyolddésa €s az
MI atlathatosaga (IV.4.), vagyis biztonsagi szempontbdl csokken az eltérés kozottiik,
amint azt R4.5. is megallapitja (bar gyakorlati szempontbol egyeldre valoban 1ényege-
sen jobbak a hagyomanyos rendszerek).

o Ezzel 6sszefiiggésben mar jelenleg is zajlik a ,,biztonsdgok kozeledése”, hiszen az
R4.7.-ben kimondott gyakorlati problémadk lényege, hogy mindkét rendszertipus
esetén ugyanugy, tehat csakis teszteléssekkel oldhaté meg a biztonsag, pontosabban
annak egy statisztikailag meghatarozott foka (IV.2-3.).

o A hagyomdanyos rendszerek gyakorlati elényét relativizalja, hogy az R4.1. szerint
léteznek olyan elvileg nem lekiizdhetd problémak, melyek egyarant megjelennek a
hagyomanyos gépekben is és az MI-torzitasok mogott is (IV.2-3.). Ez is arra mutat
ré, hogy a kétféle rendszer alapvetden hasonlo gatakkal kiizd.

Osszegzésként: a hagyomanyos szamitastechnika és az MI nincsenek éles oppozicidban. Az
uj paradigma (MI) fenti megkozelitése altal az valik vilagossa, hogy a gépiesités 1) korszaka
,csupan” a szabalyok jrairasat koveteli meg, de nem jott Iétre egy szabalyozhatatlan, autonom,

teremtdje ellen felldzado evolucids 1épcso.

A P1 (fogalmi) problémakor elemzéseinek lehetséges felhasznaldsai
F1.1: Az EIl tétel alapjan a tanulmany MI-ben kimutatott hianyossagi korei felhasznalhatoak

e Szabalyozoknal: a megszovegezés segit csokkenteni a kiskapuk szamat a szabalyo-
zatlan tertiiletek csokkentésével.

e A védelmi tervezésben: kezelhetobbé teszi az MI olyan aspektusait, melyeket a je-
lenlegi meghatarozasok nem vesznek figyelembe

e Az oktatasban: segiti az MI lényegének megismertetését, valamint a hasznalatadhoz
sziikséges szemlélet kialakitasat. Ez a katonai képzések szamara is kulcsfontossagu.

Az oktatést a védelmi rendszer részének tekintve minden teriileten nagyon fontos.
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F1.2:

F1.3:

F1.4:

F2.1:

F.2:

F2.3:

A tanulmany soran kimutatott hianyossagok ¢és ellentmondasossagok alapjan javaslatot
tettem az MI 0j meghatarozasara egy bovebb és egy tomorebb verzidban, ezek haszna-
latat a forras feltiintetésével engedélyezem (V.4.). Ez a fogalom néhany évig remélhetd-
leg hasznélhat6 az F1.1-nél felsorolt teriileteken.

Az MI szamos felosztasi €s rendszerezési lehetdségének Gsszegylijtése, valamint a be-

soroldsi matrix (V.4.1.) hasznosithatdéak

e szabalyozéasok kidolgozasa soran;
e oktatasban;

e afogalom tovabbi tokéletesitésekor.

Kimutattam, hogy az ,,informatika” fogalmanak tartalma is valtozhat az MI miatt, sot
lényegesen is atalakulhat (V.3.). Ez a meglatas a védelmi hasznalaton til az MI-techno-
l6gidhoz kapcsolodo egyetemi képzések soran lehet fontos, mivel az MI jelenlegi, tech-

nika-centrikus oktatasat szélesebb elméleti és gyakorlati perspektivakba emelheti.

A P2 (védelmi) problémakor elemzéseinek lehetséges felhasznélasai

Az E2 eredmény védelmi stratégiai, szabalyozasi, gazdasagi és oktatasi teriileten egy-
arant hasznosithato meglatast ad a dontéshozok és a szakemberek kezébe.
Az E2 eredmény alapjan a puha miveleti hangsuly kezeléséhez a hadtudoméanynak uj

modellekre és fogalmakra van sziiksége. Ezek koziil itt kidolgozasra kertiltek (VL.):

e A kompozit (hibrid) hideghaboru jellemzése a vilagban zajlé folyamatok leirasara.

e A virtualis er6kdzpontok teodridja, valamint a virtudlis er6érvényesités rendszertani
modellje, mely a lehetséges védelmi vektorok €s sériilékenységi teriiletek azonosita-
sédhoz lehet hasznos.

e Az adaptalt és a direkt katonai informatika megkiilonboztetése, mely a kiilsé beszer-
zések ¢€s a sajat fejlesztések aranyait €s iranyait pontosithatja.

o A digitalis visszaélések eddiginél sokkal atfogdbb rendszerezése, elemzése €s gya-
korlati példan valo bemutatasa a szdmos hadtudomanyi felhasznalasi lehetdségen tul

a jogvéddk szamara is hasznos perspektivatagitasként szolgalhat.

A katonai és védelmi szakinformatika 0j helyének felvetése, a kidolgozott modellek, és
a problémak Osszefoglalasa hossztdvon segithet a szakemberhidny lekiizdésében is

(VL4.).
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Oktatasi vonatkozasu felhasznalasok

F3.1: Elsdsorban az I-1I. fejezet keriilt gy kidolgozasra, hogy abbdl jegyzet vagy tankonyv

F3.2:

F3.3:

F3.4:

F4.1:

F4.2:

F4.3:

F4.4:

késziilhessen kiilonféle kurzusok szamara, de ennek bovebb verzidiba a tanulmény t6bbi
fejezetébdl valogatott szemelvények megjelenitését is tervezem.

Bevezettem a pszeudo-tanulds, a pszeudo-MI és a pszeudo-autonomia fogalmait
(V.1.4.), melyek a népszeriisitd anyagokban és az alapoz6 oktatdsban hasznosithatdak.
Az R4.13 alapjan a horizontalis és vertikalis tanulds szétvalasztasanak (IV.5.1.) figye-
lembevétele sokat segithetne a felndttképzések, illetve tovabbképzések elvarasrendsze-
rének atdolgozésakor, az ilyen képzések tervezésekor (pl., hogy ne tanfolyamokban gon-
dolkodjunk, ha szemléletvaltasra van a képzendd személyeknek sziiksége).

ségéhez mérhetd litemben végrehajtani (R4.15.), ami az oktatastervezésben lehet hasz-

nos (IV.5.2-3)).

Egy¢éb felhasznélasok

Az autonomidval kapcsolatos sejtés — teljes igazolasa esetén — jol hasznosithatd az
R4.10. szerint az MI-vel kapcsolatos félelmek eloszlatasaban ¢s a bizalom novelésében,
amely szamos mddon jarulhatna hozza a vilag problémainak megoldésahoz.

Az emberi ¢€s féleg a gépi autondémia j tipust, hasznalhatobb felosztasai (I11.) hasznal-
hatoak az MI-rendszerek osztalyozasahoz €s szabalyzasahoz (véleményem szerint job-
ban, mint a jelenlegiek), emellett az informacidbiztonsagi kérdésekhez is — akéar olyan
konkrét esetekben, mint pl., hogy a magas rendelkezésre allasu rendszerek (HAS) leg-
feljebb delta szintli, azaz magara hagyhat6 komplex autonéomiaval valdsithatdak meg
(,,gépi user error” nélkil) (R3.9., 111.4.3.).

Az informacidbiztonsag vonatkozasdban az a megallapitas is hasznosithato, hogy az 6ri-
asiva novekvo és bonyolodd hagyomanyos rendszerek és az MI 4tlathatdsdga egymas
fel¢ konvergal (R4.2., IV.4.), hiszen ezzel a rendszerek biztonsagi megkdzelitéseiben is
elképzelhetd egy szemléletvaltas sziikségessége (R4.8.). Emiatt minden definiciéban és
szabalyzasban a két rendszer egyiitt kezelése és ugyanakkor elimindlasa egyszerre sziik-
séges.

Kimutatva, hogy minden tudomany konvergal egymas felé¢ az MI-ben (R5.2., V.3.4.),
rendszerszinten valt lathatova, hogy az Ml-alapok ismerete minden tudomanyteriileten

fontos (akar kutatéi, akér alkalmazoi szinten). Ez jol felhasznalhatéo a humaneréforras-
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F4.5:

F4.7:

F4.6:

menedzsment elvarasaiban mind allami, mind pedig a maganszféraban, valamint az ok-
tatasszervezésben, hiszen R5.10. alapjan a felséoktatdsban mindenhol sziikséges a kép-
zésekbe beépiteni az MI projektekben vald részvétel megalapozasat (V.3.4.).

A terminoldgiai degradacios modell (R5.3., V.1-2.) hozza kivan jarulni a marketing eti-
kusabba tételéhez, illetve a vasarloi tudatositas eldsegitéséhez.

A gazdasagi szféra szamara lehet jol hasznosithaté modell a fejlédés tobb dimenziods
(horizontélis és vertikalis) leirasa (R4.12., IV.4.1.).

A védelmi szféraban elsdsorban a puha miiveletek elharitdsa terén hasznosithaté azon
hidnyossag feltarasa, hogy a polgarok titkolt érzelmei egyeldre jogilag nem megfogha-
toak (egyeldre nem személyiségi jogok, mint pl. titkolt betegségeik), pedig ezekrdl az

MI-t hasznalva, akar visszaélési céllal is szerezhetdek adatok. (R1.3., 1.4.)

e Ugyanez a meglatas jogvédelem szamadra is hasznos lehet.

TOVABBI KUTATASI LEHETOSEGEK

A tanulmény szamtalan pontjan kényszeriiltem tartalmi lehatarolasra, mivel jelen terjedelem

¢s logikai felépités miatt az adott téma részletesebb elemzése nem fért bele az oldalszamra vo-

natkozo keretbe. Ezeket a lehatarolasokat az adott helyen emlitettem, itt nem dsszegzem Oket,

csupan néhany fontos ¢€s realis kutatds lehetdségét emelem ki koziiliik.

1.

El6szor is: mar folyamatban van a fejezetek szemelvényeibdl egy egyetemi oktatasban
hasznalhat6 formatumba valo atdolgozas. Kiilonb6zd fazisban késziilt munkapéldanyokat
teszt jelleggel mar 2024 tavaszatol a hallgatok szamara rendelkezésre bocsatottam. A visz-
szajelzések alapjan tett javitdsokkal 2024 6szén immar egy teljesebb jegyzetet adtam kozre
tesztelésre, melyet 2025 tavaszara tovabbfejlesztettem. A kiillonb6zd kurzusok szamara el-
tér6 oldalszamu jegyzeteket tervezek, melyek alapja a I1. fejezet, valamint néhany szemel-
vény a késobbi fejezetekbdl.

Kézenfekvd, az autonomiaval kapcsolatos, egyeldre csupan sejtésként megfogalmazott
gondolatkor komolyabb analizisének végrehajtasa, melynek jelentdségét annak ismerteté-
sekor bemutattam.

Hasznos lenne végigvinni azt a terjedelmi okokbol kimaradt kutatast is, melyhez itt csupan
meglatasként a vazlatat irtam le az ,]Q-fenntarthatosdg”-nak nevezett jelenségnek
(IV.5.2.), bar nem az MI-hez kapcsolodik, hanem annal joval tagabb problémat vet fel (itt
ezért nem emeltem eddig ki). Ugy vélem, hogy ez a meglatds tudomanyosan is jol alata-

maszthat6 lesz a kutatas folytatasa soran.
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Stirgeto teriiletnek tartom a kibertéri MI tdmadasi és védelmi lehetdségeinek ujravizsgala-
sat, melyet érintettem ugyan (VI.2.1.), viszont egyrészt a t¢émaban elérhetd tobb publika-
ciot talaltam, melyek feldolgozasra varnak, masrészt egyre jobban elérhetévé kezd valni
az ilyen jellegli problémak gyakorlati vizsgalata is. A cél jellegébdl adoédoan ilyen teszte-
1ésekhez nem feltétleniil sziikségesek nagy teljesitményli hardverek, ami realisabba teszi
az érdeklddést.

Szeretném a digitalis eréérvényesités-koncepcid alkalmazasat mielébb megfogalmazni az
oroszon kiviil més régiokra is. A kinai modell vizsgalatarol is allitottam mar 6ssze eldadast,
melyet ezen tanulmany fényében sziikséges lenne majd kiadni. (Meglehetésen érdekes
lenne a nyugati, demokratikus kozegben felmeriil¢ visszaélések tanulmanyozasa, errdl

azonban egyeldre igen-igen kevés tudomanyos publikacio fellelhetd.)

AJANLAS — KIK SZAMARA LEHET HASZNOS A FENTI TANULMANY?

Kedvcsindlonak itt kiemelek par szakmat, ami nem jelenti, hogy az itt nem szereplok sza-

mara az anyag érdektelen. S6t, remélem minden olvasom talalt érdekes, a maga szamdra hasz-

nos anyagot. Bizom benne, hogy ¢letiikre is inspirativ hatassal tudott lenni némely gondolat.

0.

NEM kivant a tanulméany az MI miiszaki megoldasait kutat6 kollégéknak technikai ujdon-
sagokkal szolgalni, de nagyon jo lenne, ha minél tobb ilyen ember olvasna, hiszen az alta-
luk elért eredmények itt elemzett aspektusai inspiraciot adhatnak szamukra is.

Elsédleges célkozonség a védelmi szféra szakemberei voltak, a polgari és katonai, nem-
zetbiztonsagi és rendészeti dllomanyok egyarant. Szdmukra a tanulmény szamos helyén
tett hasznosithato meglatasokat, de a VI. fejezet kifejezetten hasznos lehet. Koziiliik az MI-
vel eddig nem sokat foglalkozok tigy nyerhetnek bevezetést ebbe a vilagba, hogy annak
bemutatést hivatasuk fontos problémai illusztraljak, és az MI technoldgiai bemutatasa ki-
fejezetten az ilyen kozonség szdmara lett megfogalmazva.

Ide kapcsolddo célkozonség a védelmi és katonai témak irant érdekl6do kozonség, akik
nem ilyen teriileten dolgoznak, de a szdmos sajatos megkozelités, modell, terminologia
altal mélyebben bepillantast nyerhetnek az erdéérvényesités kibontakozoban 1évo tendenci-
aiba, mint egy-egy publikdcid vagy népszeriisito iras altal.

A masik kiemelt célk6zonség az oktatok, elsdsorban a felséfoku intézményekben dolgozo

kollégak. Ok mar most is kozvetleniil hasznosithatnak szamos alfejezetet, nem is kell meg-
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varniuk, mig a megfeleld szemelvényekbdl jegyzet jellegli kivonat késziil. Tovabba a ka-
tonai felsdoktatasrol sz616 rész egy, a védelmi és katonai felsdoktatas szakallomanya felé
iranyitott vitainditoként is felfoghato.

A human tudomanyok szakemberei, illetve minden human érdeklédésti ember szamara a
II. fejezet megkozelitése lehet hasznos, hiszen feltehetdleg az 1. pontbeli allomanyokhoz
hasonloan csupan egy attekintésre kivancsiak az MI-rdl, nem szeretnének mérnoki vagy
programozdi szinten elmélyiilni a technoldgiakban. De szdmitok az 6 érdeklddésiikre a
tanulmany filozoéfiai atitatottsaga miatt is, mely sokféle ihletet adhat.

Jol felhasznalhatjak az anyagot a szabalyozasokban érintett szakemberek, leginkabb az
informatikai biztonsag kutatoi és alkalmazoi, de akéar jogaszok is. Szamos felosztas és meg-
kozelités iranyult az MI-vel kapcsolatos szabalyozési problémak feloldasara, melyet sajat
szaktudasuk segitségével remélhetdleg tovabbfejleszthetnek és a szabalyozasok megfogal-
mazasi gyakorlatdban alkalmazhatnak.

Jogvédok is jol hasznalhatjak a dolgozat egyes részeit, elsdsorban a digitalis visszaélések
rendszerezését, melyre magyarul nem leltem fel ilyen atfog6 tanulmanyt, vagy pl. a polga-
rok titkolt érzelmeinek személyiségi jogokba vald bevonasarol valdé meglatasomat.
Profitalhatnak a tanulmany gondolataibol a gazdasagi szakemberek is. Elsdsorban a tobb-
dimenzios fejlodési modellemet tartom e téren alkalmazhatonak, de az MI-regressziot fel-
vetd részekben és a védelmi fejezetben talalhatnak szamukra hasznosithatd meglatasokat.
Az etikus marketinghez hozzéjarulhat a terminolédgiai degradacié modellje, a dolgozat
egy¢b vizsgalatai pedig hozzajarulhatnak progndzisaikhoz, vagy sajat modelljeikhez.

A tudomanyok kimutatott konvergenciaja miatt egészen biztos, hogy a tanulmany vala-
mely részében barmilyen szakma talalhat szadmara érdekes és hasznos részeket, vagyis re-
mélem, hogy minden tudomanyag képviseldje hasznosithatja a kutatast, annak interdisz-

ciplinaris (és valamelyest multidiszciplinaris) jellege miatt.
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